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Summary

This paper presents an enhanced theoretical formulation and associated computational framework for brittle

fracture in nuclear graphite within the context of configurational mechanics. A new condition for crack

front equilibrium is exploited that leads to an implicit crack propagation formulation. This paper focuses

on an extension of our previous work, whereby the complex internal stress state in a nuclear reactor is the

primary driver for crack propagation in individual graphite bricks. The resulting crack path is resolved as a

discrete displacement discontinuity, where the material displacements of the nodes on the crack front change

continuously, without the need for enrichment techniques. Performance of the formulation is demonstrated

by means of a representative numerical simulation, demonstrating both accuracy and robustness.

Key Words: fracture propagation; configurational mechanics; graphite; internal stresses

Introduction
Understanding the behaviour of Advanced Gas-Cooled Reactor (AGR) graphite cores with multiple
cracked bricks is paramount to the assessment of structural integrity, safe operation and life exten-
sion. In this paper, the latest developments in the finite element modelling and simulation of crack
propagation in graphite bricks are briefly presented.
Configurational mechanics (CM) provides the theoretical basis for our work on crack propagation.
This approach has a strong physical motivation, exploiting the 1st and 2nd laws of thermodynamics
to establish crack front equilibrium and the crack path direction. The authors have also developed
the numerical techniques to implement this theory within a finite element analysis software framework
(MoFEM[9]). This provides the ability to simulate propagating cracks in 3D solids that are discretely
and continuously resolved by adapting the FE mesh in a smooth manner (exploiting the crack front
equilibrium condition), thereby avoiding the need for enrichment.
CM dates back to the original work of Eshelby and his study of forces acting on material defects [1]. The
concept of configurational (or material) forces is now a well established method to evaluate defects in a
material providing a unified framework for the analysis of material imperfections and has been adopted
by, amongst others, Maugin [2]. Steinmann [3] developed a computational strategy for the assessment
of fractured bodies. Miehe et al. [4, 5] and Kaczmarczyk et al. [6, 8] built on this work to establish a
finite element methodology for crack propagation.

Crack Propagation Problem
To formulate the crack propagation problem within the framework of configurational mechanics, two
related kinematic descriptions are defined in the spatial and material settings. In the former, the
classical conservation law of linear momentum balance is described, where Newtonian forces are work
conjugate to changes in the spatial position, at fixed material position (i.e. no crack propagation). In
the material setting, which represents a dual to the spatial setting, an equivalent conservation law is
described, where configurational forces are conjugate to changes in material position but with no spatial
motion. This decomposition of the behaviour is proven to be a simple but powerful methodology for
describing crack propagation. The authors’ previous paper [6] describes the mathematical formulation
for crack propagation and a methodology for resolving the evolving crack path within the context of

1



2019 UKACM Conference City, University of London

the finite element method, and represented an advancement of the work of Miehe et al. [4, 5]. The
current paper briefly explains how this previous work has been extended for internal stresses as the
driver for crack propagation.
Key features of our work to date include:

• Griffith’s fracture criterion is expressed correctly in terms of configurational forces.

• An expression for equilibrium of the crack front is established, balancing the configurational forces
on the crack front with the resistance of the material. This is exploited so that the crack front
can advance continuously.

• To maintain mesh quality, a mesh smoothing strategy, with surface constraints, is presented as
a continuous process as part of a problem-tailored Arbitrary Lagrangian Eulerian formulation.

• The spatial and material displacement fields are both discretised using the same finite element
mesh, although we adopt different levels of approximation for the two fields.

• The resulting discretised weak form of the two conservation equations represent a set of coupled,
nonlinear, algebraic equations that is solved in a monolithic manner using a Newton-Raphson
scheme.

• An arc-length method is adopted to trace the dissipative load path for brittle fracture propagation,
using crack area rather than displacements as a control.

The current material coordinates X are mapped onto the spatial coordinates x via the familiar defor-
mation map ϕ(X, t). The physical displacement is:

u = x − X (1)

Ξ(χ, t) maps the reference material coordinates χ on to the current material coordinates X, repre-
senting a configurational change, i.e. extension of the crack due to advancement of the crack front. Φ
maps the reference material coordinates χ on to the spatial coordinates x. The current material and
spatial displacement fields are given as:

W = X − χ and w = x − χ (2)

Finite element approximation is applied to the displacements in both the current material and phys-
ical spaces. Three-dimensional domains are discretised with tetrahedral finite elements. In the spa-
tial domain, hierarchical basis functions of arbitrary polynomial order are applied, following the work
of Ainsworth and Coyle [7]. This enables the use of elements with variable, non-uniform orders of
approximation, with conformity enforced across element boundaries. In the material domain, linear
approximation is adopted, as this is sufficient for describing the crack front.
Kaczmarczyk et al. [8] derived a new expression for equilibrium of the crack front:

Ẇ · (γA − G) = 0 (3)

where γ is the surface energy, A is a dimensionless kinematic state variable that defines the current
orientation of the crack front[6, 8] and G is the configurational force calculated as the integral of the
Eshelby stress Σ around the crack front:

G = lim
|Ln|→0

∫
Ln

ΣN dL (4)
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Figure 1: Progression of keyway root crack driven by internal stresses.

where This crack front equilibrium condition balances the configurational forces on the crack front
with the resistance of the material. This is exploited so that the crack front can advance continuously,
re-establishing the crack front to the physically correct position each load step, without recourse to
any kind of crack tracking algorithm, and without influence from the finite element mesh.

Internal stress driven crack propagation
To account for the influence of internal stresses, the residual, discretised equations for spatial and
material equilibrium are modified to become:

rs = fs,int − fs,ext + λFr (5)

rm = G − fm,res + λGr (6)

fs,int and fs,ext are the standard vectors of nodal spatial internal and external forces. fm,res is the
material resistance, which is a function of the surface energy and the crack front orientation. λ is the
load factor. Fr and Gr are additional terms that are included in the equilibrium equations to account
for the internal stresses.

Numerical example
An example of a keyway root crack in a nuclear graphite brick, driven by internal stresses, is shown in
the figure. The stress state is the result of operating at full power of 30 years. The crack is initiated at
one end of the brick at a keyway root. The brick is only restrained to remove rigid body motion. The
crack front advances simultaneously inwards to the free surface of the bore and along the length of the
brick. Young’s modulus, E = 9600 MPa, Poisson’s ratio, v = 0.2, and fracture energy, γ = 145 J/m2.
The analysis was undertaken using MoFEM[9].
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Conclusions
A novel formulation for brittle fracture in elastic solids within the context of configurational mechanics
has been presented for the prediction of crack paths in nuclear graphite. The previous formulation [6, 8]
has been extended to account for internal stresses as a driver for crack propagation. The formulation
has been tested on single graphite brick subjected to internal stresses.
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Summary

A better understanding of the fetal auditory environment is critical for pregnant mothers to avoid exposing

their babies to damaging levels of noise. After birth, when caring for premature neonates, exposure to non-

physiological noise is also considered an environmental risk factor. For biomedical engineers, it is paramount to

design incubators that reduce noise and simulate the physiological acoustic environment in utero. This research

work focuses on the development and validation of computational models describing the propagation of acoustic

waves from external sources into the womb, in view of helping to quantify their effects on the developing fetus.

The propagation of acoustic waves is governed by the well-known Helmholtz equation. The numerical solution

of the Helmholtz equation is a computationally challenging task. Complex interfaces/anatomical features

(such as different tissue types with varying density and sound speed) lead to multiple scattering effects and

attenuation of sound waves. We study the sound pressure levels experienced inside the womb due to plane

incident acoustic field. The computational results confirm the findings of in vivo measurements on pregnant

sheep and indicate that the womb/abdomen system undergoes resonant behaviour at frequencies within the

human audio range.

Key Words: in utero Acoustics, Finite Element Method, Helmholtz equation, Attenuation

Introduction
The auditory development of the fetus starts as early as 12 weeks into gestation and takes place in
two stages viz. structural changes in the inner ear followed by development of the peripheral sensory
system [1]. These stages are highly dependent on the external auditory stimulus a fetus receives
during gestation and even after birth. The external noise is in most cases unavoidable and aside from
hearing damage in the fetus [2] could lead to serious health conditions and in the pregnant mother,
such as cardiovascular diseases, sleep disorder and hypertension [3]. The public is routinely exposed
to equivalent continuous sound pressure levels in excess of 85 dBA, see [4] for an overview of noise
related morbidity. In the case of infants under care in a Neonatal Intensive Care Unit (NICU), it has
long been argued that developmental problems experienced at the school-going age may be related
to the exposure to unwanted noise levels at the NICU [5]. For biomedical engineers, it is therefore
important to better understand the fetal auditory environment for developing incubators with better
acoustical properties. There have been several studies attempting to quantifying the in utero acoustical
environment using ovine models [6]. The experiments in [7] indicate on average an attenuation of 3
dBA above 10 kHz. Frequencies between 100-1000 Hz have also been reported to undergo low levels
of attenuation, whereas frequencies between 1000 Hz and 10 kHz are attenuated by up to 6 to 10 dB.
Setting up experiments on pregnant animals is a time consuming, costly and complex procedure, with
ethical ramifications. Measured quantities are dependent on the position of hydrophones, the sensitivity
and bandwidths of microphones/loudspeakers, hence generating uncertainties in attenuation estimates.
In this study, we develop a finite element model for in utero acoustics to provide further insight into
the propagation of incident sound fields into the womb across the human audio range.
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Equations
Consider Ω to be an open bounded domain in R3 where ∂Ω is the domain boundary. We consider
the time harmonic wave problem where the scalar acoustic potential, φ is governed by the Helmholtz
equation in Ω subject to some boundary conditions: find φ ∈ H1(Ω) s.t.,

ρ∇ ·
(

1

ρ
φ

)
+ k2φ = 0, in Ω (1)

∂φ

∂n
+ βφ = g on ∂Ω, (2)

where k = 2πf/c is the wavenumber with f being the frequency of the time-harmonic wave, c as
the wave speed and ρ the density of medium. Also, n is the unit outward normal on ∂Ω and β is
chosen such that it the Sommerfeld’s radiation condition can be approximately satisfied. Clearly, the
variational statement for (2) is, find φ ∈ H1(Ω), s.t.,∫

Ω

(
1

ρ
∇φ∇ψ − 1

ρ
k2φψ

)
dΩ + β

∫
Γ

1

ρ
φψdΓ =

∫
Γ

1

ρ
gψdΓ, ∀ψ ∈ H1(Ω). (3)

For a discrete space Vh ⊂ H1(Ω), the finite element method is given by, find φh ∈ Vh, s.t.,∫
Ω

(
1

ρ
∇φh∇ψ −

1

ρ
k2φhψ

)
dΩ + β

∫
Γ

1

ρ
φhψdΓ =

∫
Γ

gψdΓ, ∀ψ ∈ Vh. (4)

Let {NA, A = 1, · · · , N}, be the set of N basis functions whose linear combination forms the discrete

space Vh (i.e. dim(Vh) = N). Thus, letting φh =
N∑

A=1

φANA, we get

N∑
A=1

φA

[∫
Ω

(
1

ρ
∇NA∇ψ −

1

ρ
k2NAψ

)
dΩ + β

∫
Γ

1

ρ
NAψdΓ

]
=

∫
Γ

1

ρ
gψdΓ, ∀ψ ∈ Vh. (5)

Clearly, (5) is true for any ψ ∈ Vh, therefore, it must also me true for all the basis functions, say
NB, B = 1, · · · , N that form the space Vh. Therefore,

N∑
A=1

φA

∫
Ω

(
1

ρ
∇NA∇NB −

1

ρ
k2NANB

)
dΩ+β

∫
Γ

1

ρ
NANBdΓ =

∫
Γ

1

ρ
gNBdΓ, forB = 1, · · ·N (6)

To implement (6), we define Th to be a set of decompositions dividing Ω into non-overlapping and non
self-intersecting elements where h is the diameter of any E ∈ Th. Rewriting (6) in matrix notation

Au = f (7)

where, A is called the global coefficient matrix, f the global load vector and u the global solution
vector. Note that the matrix A ∈ CN×N is complex valued non-Hermitian, sparse symmetric matrix
and is generally indefnite for large values of wavenumber k.

Numerical studies
We consider a computational model built with anatomical scans of a pregnant mother with 20 weeks of
pregnancy. The finite element meshes for the model are obtained by performing the image segmentation
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on the MRI scans and a representative mesh is shown in Figure 1a. Note that since we need to
solve an exterior acoustic scattering problem, we use the first order Bayliss-Gunzburger-Turkel (BGT)
approximation for β = ik − 1

2R
where R is the radius of the truncation boundary, see [8]. For the 3D

problems in the current case, ∂Ω is a sphere of radius R. The computational model contains the uterus
as the inner most region which is embedded inside the abdominal cavity. A sphere of radius R filled
with air is used to represent the homogeneous exterior medium. The physical properties of different
fluid regions are given in Figure 1. We consider a plane wave φinc = eikx with i =

√
−1 impinged

upon the configuration shown in Fig. 1a. The radius R is chosen such that at any given frequency,
the sphere boundary is always one wavelength in air away from the scattering object, in this case the
abdominal wall. A better approximation for Sommerfeld’s radiation condition is of course possible in
the form of higher order NRBC or Perfectly Matched Layer (PML) etc. However, we chose the first
order condition for the current problem as the convergence studies for canonical scattering problems
show between 6-8% errors in the numerical solution. Figures 1b-1c show the magnitude of acoustic
pressure p = −2πiρφf for the considered incident wave. We consider f = 9000 Hz and 10040 Hz. We
chose these values as the wavelength in uterine tissue at these frequencies is very close to the length
scale of the uterus. The maximum of the acoustic pressure magnitude is close to 0.16 Pa or 67.4 dB1

at 9000 Hz. However, at 10040 Hz, the maximum pressure magnitude inside the abdomen (see Fig
1c) is almost 40 times higher than at 9000 Hz, i.e. 6.1 Pa or 99 dB. Although we have not taken into
account the natural acoustic damping present in tissue, the experimental studies on pregnant sheep
indicate peaks in the acoustic response around 10000 Hz. This indicates that at certain frequencies
well within the human audio range, the acoustic pressure may undergo amplification. See Table 1 for
attenuation levels in dB with reference to the incident field.

Frequency 9000 9489 10040 10346 11387
Uterus in air (dB) -18.4 1.03 -18 -18 -16

Uterus in abdomen (dB) -16.1 -13.5 16.6 8.5 27.7

Table 1: Attenuation levels (dB) with reference to incident field

A modal analysis of the uterus and abdomen shows that there are several modes between 9000 to 12000
Hz viz. 9867.5 Hz, 10153.96 Hz and 10376.55 Hz. One of the possible explanations for this effect
therefore is that the natural modes of the uterus and abdomen model being excited by the incident
wave.

Conclusions
We have developed a finite element model to study womb acoustics, based on the Helmholtz equation
with a first order absorbing condition. The computational results and the experiments support the
hypothesis of resonant behavior reported in [6, 9]. However, to achieve better accuracy, improved
NRBCs need to be implemented. The resonant behaviour of womb can result in unphysical pressure
amplitudes if the attenuation effects are not considered. Therefore, future work will involve incorpo-
rating physical effects such as attenuation (i.e. complex wave number) and additional soft tissue and
bone domains. The work is in progress to acquire anatomical meshes of pregnant women at various
stages of pregnancy.

1dB relative to the incident field magnitude
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(a) FE model 0.0000
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Figure 1: Acoustic scattering from uterus and abdomen in air, cair = 340 m/s, cabdomen = 1440
m/s, cuterus = 1500 m/s, ρair = 1.2 kg/m3, ρuterus = ρabdomen = 1000 kg/m3. Uterus dimensions:
16 cm × 18 cm × 12 cm.
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Summary

Transparent polyurethane has been widely applied in laminated windshield glasses as the interlayer
material to enhance the reliability due to its outstanding impact resistance. Under impact loading such as
bird strike, the interlayer undergoes large tensile deformation at wide range of strain rates. In addition,
the interlayer is on service over a wide range of temperatures for a plane traveling around the world.
The mechanical behavior of transparent polyurethane under these conditions is not fully understood. In
this study, systematical experiments were performed on transparent polyurethane. The viscoelasticity
of the material was firstly verified by several quasi-static cyclic tests. Then a series of large tensile
deformation and tensile failure experiments were conducted under various strain rates using a servo-
hydraulic high-speed tensile machine. All strain data were acquired by the Digital Image Correlation
(DIC) technique. The experimental results show that tensile stress-strain curves and failure behaviors
are significantly temperature and strain rate dependent. Finally, a phenomenological-based finite strain
viscoelastic model is developed. After parameter identifications, one-dimensional equations are fitted to
experimental data that yield good predictions.
Key Words: Transparent polyurethane; Temperature dependence; Strain rate dependence
Introduction
Bird strikes are fatal accidents threatening the safety of aeronautical structures and flight crews,
and cause annual commercial loss of $193 million merely in US [1]. A measure to minimize
the damage of bird strike is to employ laminated glass as a windshield, which consists of two
panes of glass bonded by a polymer interlayer in the simplest case. The interlayer plays a
key role on diverse attributes of the windshield, such as transparency, sound attenuation, and
mitigation of post-fracture glass fallout. One favourable choice is transparent polyurethane.
Polyurethane is a segregated by soft and hard segments. The transparent polyurethane dis-
cussed in this paper possesses well elasticity with large deformation capacity, well viscosity
with large hysteretic loop, strong impact resistance, low glass transition temperature, firm ad-
hesion, sufficient light transmittance, and so forth. These excellent properties contribute to
more extensive applications of transparent polyurethane than many conventional interlayer ma-
terials. Structural design is an effective mean to exploit the advantages of laminated glass to
the full, which bases on a thorough understanding of involved material such as polyurethane.
Under impact loading such as bird strike, the material is in certain conditions. For example,
according to experimental results from [1], the speeds of bird strike on aircraft generally ranged
from 70 m/s to 250 m/s, which results in strain rate of 100 /s to 101 /s loaded on the structure.
Under a blast loading, the interlayer material of laminated glass was at strain rates from 30 /s
to 100 /s. Similar to many polymers, polyurethane shows strong strain rate and temperature
sensitivity. Taking these factors into account, investigations on large tensile deformation of
transparent polyurethane at various intermediate strain rates and temperatures are essential.
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Figure 1: Zwick/Roell HTM-2512 servo-hydraulic tensile machine and a high speed camera.

Experimental study
In this study, S-123 transparent polyurethane provided by the company PPG was investigated.
The material was based on dicyclohexylmethylmethane-4,4-diisocyanate (HMDI), and polyte-
tramethylene ether glycol (PTEG). The light transmittance was over 90% and the density was
1180 kg·m−3. Our specimens were designed in flat dumbbell shape in case they broke in the
grippers. The specimen had a 10 mm longer gauge section and a 10 mm fillet radius of the
arc section. It was 3 mm in thickness and 6 mm in width. Quasi-static tensile experiments
were conducted on an Instron 5567 universal testing machine. Note that in quasi-static tests,
the low strain rate loading induced more compliant behavior of the specimens than in dynamic
tests. As a consequence, the specimens were hard to be gripped tightly. To tackle this problem,
specimens were bonded to aluminum shims with glue before being mounted to the grippers.
In this study, the tensile experiments at various strain rates were performed on a Zwick/Roell
HTM-2512 servo-hydraulic dynamic tensile machine as shown in Fig 1. The tensile force
is measured by the inbuilt piezo-electric load cell in the crosshead. There is an embedded
transducer to measure the displacement of the gripper. Thanks to the hydraulic system, the test
machine can maintain constant stretching speeds available from 0.03 m/s to 12 m/s. The speeds
covered the corresponding strain rates from 100 /s to 102 /s.
Constitutive modelling
The key ingredient of finite strain based constitutive modelling for polymeric materials is a
strain energy function, which can be decomposed as an isochoric contribution and a volumetric
as

Ψ(C,A) = Ψ̃vol(J) + Ψ̃iso(C̄,A) = Ψ̃vol(J) + Ψ̃ e
iso(C̄) +

s∑
i=1

Ψ̃ v
iso,i(C̄,Ai) (1)

where J = detF , C̄ = J−2/3C and A is an internal variable . Similar to the decoupled
representation of the energy function, the corresponding decoupling of the stress tensor yields

S = Svol + Siso = 2
∂Ψvol

∂C
+ 2

∂Ψiso

∂C
. (2)

In Eqn. (2), we have Svol = JpC−1, where the hydrostatic pressure p = ∂Ψvol(J)/∂J has
been introduced. In the case of incompressibility, J = 1 and p serves as a Lagrange multiplier
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Figure 2: A complete set of material parameter identification using (Left) Elastic data, (Right)
Viscoelastic data at various strain rates of 250% deformation

to satisfy this kinematic constraint on the deformation field. The isochoric energy function Ψiso

is expressed in terms of the isochoric right Cauchy-Green tensor C̄ = F̄
t
F̄ , F̄ = J−1/3F .

The definition of the stress tensor S̄ = 2∂Ψiso(C̄,A)/∂C̄ is introduced and the isochoric
stress Siso is related to the previous one via the fourth-order projection tensor P = ∂C̄/∂C
by

Siso = J− 2
3P : S̄ with P = I− 1

3
C−1 ⊗C , Iijkl = δikδjl (3)

where δij is a Kronecker delta. The stress S̄ is further decomposed into elastic and viscous
parts, i.e. S̄ = S̄

e
+ S̄

v. A Carrol type elastic energy is chosen as

Ψ e
iso(C̄ ) = aI1 + bĪ41 + c

√
Ī2 (4)

where a, b, c are material parameters. Lubliner [3] proposed a viscous energy function as

Ψ v
iso =

s∑
i=1

1

2
µv
i

[
(Ai : C̄ − 3) − ln det(Ai)

]
(5)

where µv
i is a viscous shear modulus and Ai are the strain-like tensorial variables associated

with viscous Maxwell elements. A thermodynamically consistent evolution ansatz for the in-
ternal variable of a single element follows

Ȧi =
1

τi

[
C̄

−1 −Ai

]
, (6)

where τi is the relaxation time. All of the tests presented in the previous section are of uni-
axial type. Therefore, the constitutive model discussed above needs to be formulated in one-
dimensional form in order to identify the material parameters as well as to validate the model.
From the incompressibility condition, i. e. detF = detF̄ = λ1λ2λ3 = 1 and the assumption
of symmetry the complementary principal stretches follow as λ2 = λ3 = λ−1/2. Therefore, the
complete deformation gradient reads F =

[
λ, λ−1/2, λ−1/2

]
. The total stress can be obtained

as

P =
[
2a+ 8b[2λ−1 + λ2]3 + c[1 + 2λ3]−

1
2

]
[λ− λ−2] +

s∑
i=1

µv
i

[
λλ2,Ai − 1

λ2λAi

]
, (7)
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Figure 3: Model validation with other strains (Left) 200% deformation, (Right) 150% defor-
mation

Table 1: Identified elastic and viscoelastic material parameters, respectively; µ, µv
i in [MPa]

and τi in [s]

a b c µv
1 µv

2 µv
3 µv

4

2.29e-01 5.93e-06 1.67 2.68e-1 1.4 9.71e-2 8.14e-2
- - - τ1 τ2 τ3 τ4
- - - 1.36e-3 1.88 3.63e2 5.36e4

Similar to the one-dimensional formulation of the total stress, the evolution law is derived:
˙

λ2,Ai =
1

τi

[
λ−2 − λ2,Ai

]
. (8)

Now a parameter identification algorithm is used to find a complete set of parameters of the
model in Eqn 7. At first, the elastic part of the equation is used to identify parameters a, b, c.
Elastic parameter fitting is shown in Fig 2(left). Afterwards, another set of data is incorporated
to identify viscous parameters µi, τi, see Fig 2(right). During the viscous parameter identifica-
tion, the elastic parameters are kept frozen. A complete set of identified parameters is presented
in Table 1. With the identified parameters, other set of data are compared with the model to
find model validation which find good agreements, see Fig 3.
Conclusions
In this study, a comprehensive experimental study was conducted to characterise viscoelastic
behaviours of a widely used polymeric material, i.e., Transparent Polyurethane. After that, a
large strain-based material model is proposed which predicts many data that are not included
in the parameter identification process.
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Summary

The level set (LS) method is a popular technique used for representing and tracking evolving interfaces in

computer simulations with many varied and interesting applications. Discontinuous Galerkin (DG) methods

are a class of nonconforming finite element methods which have seen growing popularity over the last few

decades due to a number of advantages this lack of conformity affords. In particular, DG methods have both

a high level of parallelisability and the ability to easily incorporate hp-adaptivity which enable one to develop

methods which are both efficient and high-order accurate. The ultimate aim of this work is to advance the level

set methodology through the adoption of a DG discretisation, for use with topology optimisation problems.

This paper presents an hp-adaptive DG LS methodology.

Key Words: Level Set Method; Discontinuous Galerkin; hp-adaptivity; Narrow Band.

Level set method
The LS method works by defining an interface implicitly as the intersection of a function, called the level
set function, φ, with the hyperplane that is the computational domain. This hyperplane corresponds
to the plane on which the LS function equals zero. The interface can then be tracked or evolved by
computing an appropriate advection velocity field, b, over the problem domain and using this to drive
the level set evolution equation,

∂φ

∂t
+ b ·∇φ = 0. (1)

Level set reinitialisation
The first required component of the DG LS methodology was the development of a high-order accurate
DG LS reinitialisation method. Level set reinitialisation is a technique by which one can ensure that at
any point during evolution, that the LS function has desirable numerical qualities; specifically that the
LS function is a signed distance function (SDF) to the interface and thus satisfies the Eikonal equation,

|∇φ| − 1 = 0. (2)

The ability to ensure that for all pseudotime, t, during evolution, that the LS function is a SDF is
advantageous for a number of reasons. One reason is that it allows the LS evolution equation, (1), to
be simplified as follows,

∂φ

∂t
= −b, (3)

where b is the magnitude of the advection velocity vector, b. This is beneficial as it means that the LS
evolution equation no longer contains spatial derivatives, allowing for evolution using a simple explicit
temporal discretisation. Another advantage is that as a SDF will, by definition, satisfy (2), it removes
a known issue with the LS method by which large variations in the gradient of the LS function lead to
numerical instabilities [1]. DG LS reinitialisation methods have been the subject of earlier works and
the reader is referred to [2, 3], for greater detail.

Error estimation
The evolution of the interface at a given point occurs normal to the interface at that point. The
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best case scenario then, in terms of accurately computing the next iteration of the evolution, is to
ensure that the gradient of the LS function along the interface is equal to the unit outward normal
of the interface at each point along the interface. This, is exactly the purpose of LS reinitialisation.
As such determining the degree with which the mesh can accurately compute the next iteration of the
LS evolution problem can be recast as determining the degree with which the mesh can accurately
compute the LS reinitialisation problem, which is easy to quantify. The least squares residual to the
Eikonal equation (2), which we refer to as the signed distance error can be computed over the domain,
Ω, as follows,

E2
SD =

∫
Ω

(|∇φ| − 1)2 dx. (4)

One other component which will be necessary to ensure accurate computation of the evolution is that
a satisfactory solution to the problem of computing the advection velocity field can be achieved. This
will ultimately depend on the underlying problem driving the evolution and will therefore require its
own error estimator and refinement strategy.

Narrow band
A key feature of the method presented here is the adoption of a narrow band approach. When using
the LS method, the area of interest is the current position of the interface, and as such it is common
practice to restrict the computational domain to a band of elements close to the interface. In this work
we define the narrow band such that there are two layers of elements either side of the interface. One
advantage of this approach is that ignoring irrelevant degrees of freedom will improve the efficiency of
the method. Another benefit is that, far away singularities in the LS function, which lead to numerical
instabilities, [2], and which will exist if the interface forms a closed loop on a simply connected subdo-
main, will be removed from the computational domain.

The cost of a narrow band is that all of the information about the LS function outside the narrow
band has to be forfeited after each time step during its evolution. As the interface evolves, the set of
elements comprising the narrow band evolves with it. As such, as elements move from outside to inside
the narrow band, new information needs to be generated pertaining to the value of the LS function
on these elements. To do this, one can once again exploit the fact that the LS function is a SDF to
the interface by modifying the reinitialisation method, [2], and applying it to the elements which have
moved from outside to inside the narrow band.

hp-adaptive refinement strategy
One of the main advantages of using a DG discretisation for solving these kinds of problems is that
hp-adaptivity becomes easy to implement. The lack of conformity means that one can use elements
with hierarchical modal basis functions for ease of p-refinement, and likewise an arbitrary number of
hanging nodes as a result of h-refinement are dealt with implicitly by the method. The main features
of the hp-adaptive refinement strategy in the proposed method are outlined below.

An initial flagging strategy is computed by which any elements with an error, computed using (4)
elementwise, greater than some percentage, defined by the user, of the maximum error are flagged for
refinement. The narrow band is also leveraged here such that all of the elements outside the narrow
band are always flagged for derefinement.

The next step is to decide whether to refine in p or h. For a sufficiently smooth problem it is known
that it is more efficient, in terms of the number of degrees of freedom, to refine in p than h, and vice
versa [4]. In order to make this decision then, one can compute the Sobolev regularity of the portion
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of the LS function on the element, which can be done by calculating the decay rate of the coefficients
of the Legendre expansion of the LS function on that element [4].

It is known that for some problems, one in particular that we are interested in being topology optimisa-
tion of linear elastic structures, that it is preferable that the maximum number of levels of refinement
different between adjacent elements be at most one [5]. That is enforcing a limit of one hanging node
per edge, and ensuring neighbouring elements are at most one polynomial order different. If this is the
case, then a smoothing algorithm can be applied iteratively to the flagging strategy (with a preference
for refining over not refining, and for not refining over derefining) until such a condition will be satisfied,
post-refinement.

Once the flags have been appropriately determined, the mesh can then be refined and the LS function
L2 projected onto the new mesh.

Algorithm
A coarse outline of the whole method is stated in Algorithm 1.

Algorithm 1 Coarse outline of the method.

1: Initialise mesh, level set function and other problem parameters
2: while time<final time do
3: Compute advection velocity
4: Evolve level set function
5: time=time+dt
6: while true do
7: Update narrow band
8: If {ESD <tolerance} then {break}
9: Reinitialise level set function
10: If {ESD <tolerance} then {break}
11: Refine mesh

One can choose the initial LS function such that it is a SDF, and as such when generating the initial
mesh, the same mesh refinement algorithm discussed above can be used exchanging the signed distance
error with the projection error (that is the difference between the projected and analytical LS function
in the L2 norm) until a tolerance is satisfied. Then a time stepping loop through the evolution equation
is computed. At the beginning of each iteration, the advection velocity will need to be computed for
the current mesh; for a physics driven level set problem, this is where the physical problem will be
computed. This is followed by computing the next iteration of the LS evolution equation.

After evolution it is likely that both the narrow band will need to be updated, and that the LS function
will no longer satisfy the signed distance property and will need to be reinitialised. After modifying
the narrow band, and running the reinitialisation problem until convergence, should the mesh still not
satisfy a tolerance on the global error, the mesh will be refined and the narrow band once again updated.
That loop will continue until the mesh is sufficiently refined to allow the reinitialisation problem to be
computed to the desired degree of accuracy.

Numerical example: two growing circles
A numerical example is presented in which two circles of radii, 0.5 and 1, centred at (−1, 1) and
(0.75,−0.75) respectively are evolved subject to an advection velocity, b = 1, everywhere such that
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the two circles grow at a constant rate. As the circles grow they will undergo a topological change by
which they will eventually merge. The threshold on the signed distance error to be enforced throughout
is ESD < 10−6 × Area. The Area term refers to the area of the part of the domain inside the narrow
band, and the error is normalised in this way as the size of the narrow band changes throughout the
evolution. The problem is computed using the method outlined above; the resulting interface at roughly
equal time steps between t = 0 and t = 0.7 is presented in Figure 1.

p

(a) LS interface and mesh at t=0.00

p

(b) LS interface and mesh at t=0.14

p

(c) LS interface and mesh at t=0.29

p

(d) LS interface and mesh at t=0.42

p

(e) LS interface and mesh at t=0.56

p

(f) LS interface and mesh at t=0.70

Figure 1: Evolution of LS interface using narrow banded and hp-adaptive mesh, for two growing
and eventually merging circles. The colour of each element represents the polynomial order, p,
corresponding to the colour bar besides each mesh.
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[4] P. Houston, and E. Süli, A note on the design of hp-adaptive finite element methods for el-
liptic partial differential equations. Comput. Meth. Appl. Mech. Eng. 194(2-5), pp. 229–243, 2005.

[5] R. Bird, W.M. Coombs, and S. Giani, A posteriori discontinuous Galerkin error estimator for linear
elasticity, Appl. Math. Comput. 344: pp. 78–96, 2019.

4



2019 UKACM Conference City, University of London

Numerical analysis of SCC flow: The Bingham model and beyond

*Ashutosh Bhokare1, Sizeng You1, Chenfeng Li1

1College of Engineering, Swansea University, SA1 8EN

*845973@swansea.ac.uk

Summary

The flow of self-compacting concrete (SCC) can be described as a multiphase flow with the constituents

interacting at multiple scales to produce complex rheological behaviour. Successfully modelling SCC flow

would deepen our understanding of SCC rheology and predict defects in SCC placement. The Bingham fluid

model is the most widely used constitutive model to describe SCC flow. This paper aims to establish the

advantages and disadvantages of the Bingham model in application to SCC flow. By means of a thorough

parametric study, the paper proposes a correlation between the Bingham parameters and measurements taken

from the V-funnel and slump flow tests. Further, the model is applied to a full-scale simulation of tremie

concrete placement in a pile. This case-study establishes the Bingham model’s ability to answer questions

surrounding the ’bulk’ flow patterns witnessed in the placement procedure, but also highlights its inability to

capture phenomena such as segregation, blocking and bleeding. To capture such defect causing phenomena,

the paper explores the use of a Eulerian-Lagrangian technique. The ability of the new approach to model

segregation is demonstrated by simulating the unique column test.

Key Words: Eulerian-Lagrangian, multiphase flow, SCC flow, Bingham model, FVM

Introduction
The flow of SCC in placement processes of the construction industry is an example of multiphase flow.
The main constituents of SCC, cement, aggregate, and water are simple ingredients which interact
with each other at multiple scales to produce the complex rheological behaviour we see in SCC. De-
spite efforts by engineers to produce mix designs which match all workability and strength requirement,
imperfections in concrete are witnessed on a regular basis. Placement of SCC in deep foundations
suffers from the ill effects of segregation, granular blocking and bleeding. As structures get heavier,
foundations get deeper, thus increasing the risk of defects in SCC placement. Defects in the placement
process have cost the industry millions of pounds and put public safety at risk [3]. The mechanism
of the defect causing phenomena are less understood and lab scale tests are limited in what they can
indicate. Industrial scale experiments are expensive and hard to perform due to a lack of technology
that can monitor them. Numerical simulations offer an alternative approach to study and understand
SCC flow and predict defects in the placement process.

Summary of literature review
From a detailed literature review, we find that research on SCC flow simulation has mainly focussed
on simulating field/lab tests like the V-funnel and slump flow tests [4]. Numerical strategies used
can be classified as either continuum or non-continuum approaches. Finite volume method (FVM),
finite element method (FEM), smooth particle hydrodynamics (SPH) are continuum-based approaches,
while discrete element method (DEM) and lattice-Boltzmann method (LBM) are non-continuum-based
approaches used to simulate SCC flow [1]. Regardless of the numerical strategy, most research has
employed the Bingham fluid model. Although the Bingham fluid model is relatively simple to apply
and describes the ’bulk’ flow, it assumes the SCC to be homogeneous. Simulating defect causing
phenomena like segregation and blocking is not possible with this assumption. There are also very
few examples, in literature, applying simulation technology to industrial scale problems. Developing
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sophisticated models to capture defect causing phenomena and applying them to full-scale problems is
crucial in solving issues surrounding SCC placement.

The Bingham model
The Bingham model is characterised by two parameters and is usually used to describe the flow of
fluids which exhibit yield properties. These parameters are the yield stress (τ0) and plastic viscosity
(µ). The relation between shear stress (τ) and strain rate (γ̇) is:

τ = τ0 + µγ̇ if τ ≥ τ0

γ̇ = 0 if τ ≤ τ0
(1)

Since SCC can be interpreted as a fluid with yield properties, the Bingham model can be applied to it by
assuming SCC to be a homogeneous material [2]. It is observed that the values of Bingham parameters
are unique to a particular mix design. There is no existing procedure/test which gives values of these
parameters for a particular mix and an attempt to do so is detailed in the next section.

Parametric study: A correlation between Bingham parameters and lab tests
In this section, a method to correlate measurements from standard SCC quality tests to the Bingham
parameters is proposed. The Bingham model is implemented as a constitutive model in an in-house
finite volume incompressible flow solver. Volume of fluid method (VoF) is used to model the interface
between SCC and air. The V-funnel and slump flow tests are simulated numerous times using the
in-house solver with a large range of values for plastic viscosity and yield stress. Figure 1 shows the
flow diameter versus plastic viscosity for yield stresses varying from 10Pa to 500Pa. From the figure, it
is evident that flow diameter is more sensitive to yield stress than to plastic viscosity as it is more or less
constant for a particular value of yield stress. This calibration data can be used to obtain a value of yield
stress for a particular SCC mix, given its measured flow diameter in a slump flow test. Figure 2 shows
the flow time versus yield stress for plastic viscosities from 10Pa.s to 100Pa.s. Once a value of yield
stress is obtained from the previous plot, the measured V-funnel flow time for that particular mix can
be used to obtain a value of plastic viscosity from these calibration curves. Thus a correlation between
Bingham parameters and measured experimental values is established. To validate this correlation, the
Bingham parameters for a random SCC mix are obtained using the method mentioned above. These
parametric values are used to simulate the slump cone and V-funnel test. The diameter and flow time
obtained from the experiments are 641.25mm and 5.97s respectively while the values obtained from
the simulations are 615.7mm and 5.96s respectively. The similarity in these values confirms that the
calibration method proposed can be used to estimate the Bingham parameter values for a given SCC
mix.

Full-scale simulation: Pushing the Bingham model to the limits
In this section, the Bingham fluid model along with the new correlation between experimental measure-
ments and parameters is applied to a full-scale problem. In the problem, a 16m deep pile with diameter
1.5m is filled with SCC using a tremie pipe in three charges of volume 9m3 each. The pipe is lifted
two times during the process. Figure 3 shows the mesh used in the simulation. The flow diameter and
flow time for an SCC mix used in practice are used to obtain Bingham parameters with the aid of the
calibration curves. The yield stress and plastic viscosity used in the simulation are 150Pa and 20Pa · s
respectively. Figure 4 shows the age of SCC in the pile in seconds. By observing the figure we see that
SCC exiting the tremie is first forced down due to its momentum and then flows upwards towards the
concrete surface. This forms a bowl-shaped flow pattern near the tremie. As SCC nears the surface, it
flows towards the sides of the pile into the cover zone. We thus see older concrete towards the sides of
the pile. Each time the tremie is lifted, older concrete below the tremie’s new position gets ’locked’ due
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Figure 1: Flow diameter vs viscosity in slump flow Figure 2: Flow time vs yield stress in V-funnel

Figure 3: Close-up of mesh used in the simulation Figure 4: Age of concrete in the pile

to its yield properties while the new concrete forms the bowl-shaped flow pattern in the new position.
This leads to the formation of bowls near the tremie opening where there is an abrupt change from
old to new concrete. The Bingham model allows us to answer questions surrounding the ’bulk’ flow of
SCC in placement procedures but fails to answer questions regarding segregation and blocking.

Eulerian-Lagrangian approach: A fresh perspective
As stated earlier, the Bingham model and the homogeneous material assumption is unable to capture
segregation and blocking. A Eulerian-Lagrangian approach, where the mortar is modelled as a con-
tinuum phase and coarse aggregate as the discrete phase (DEM), can be used to capture the effects
of these phenomena. By introducing the volume fraction of the discrete phase in the Navier-Stokes
equations we get

∂ (ρfαf)

∂t
+∇ · (ρfαfuf) = 0 (2)

∂ (ρfαfuf)

∂t
+∇ · (ρfαfufuf) = −αf∇p+Rf,p +∇ · (αfτf) (3)

where ρf is the density of fluid, αf is the volume-fraction of fluid, uf is the velocity, p is the pressure
Rf,p is the momentum exchange term and τf is the stress. The governing equations of DEM particles
are given by

mpẍp = F p (4)

Ip
dωp

dt
= rp,c × F p,t (5)

3
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where mp is the mass of the particle, xp is the displacement, Fp is the force, Ip is the moment of inertia,
ωp is the angular velocity, rp,c is the distance from the point of contact and Fp,t is the tangential force
on the particle. The in-house flow solver is coupled with an in-house DEM solver and both are solved
by time-marching in a staggered manner. It is used to simulate the unique column test. The result is
shown in Figure 5 which depicts the position of coarse aggregates at the end of 15 minutes and their
diameter. The segregation ratio is found to be 7.19%. This value is within the practical range of values
found in practice. The Eulerian-Lagrangian approach to modelling SCC flow thus has the potential to
model segregation and blocking.

Figure 5: Unique column test simulation

Conclusions
Simulating SCC flow accurately, can increase our understanding of concrete rheology and enable us to
predict defects in the placement procedure. The Bingham fluid model with the assumption that SCC is
homogeneous is the most popular approach to model SCC flow and it is able to answer questions related
to the ’bulk’ flow of concrete. The Bingham parameters for a particular SCC mix can be estimated using
the calibration curves obtained in this paper. However, since the Bingham model is unable to capture
defect causing phenomena like segregation and blocking, other techniques must be developed in order
to model them. The Eulerian-Lagrangian approach has the potential to model segregation and blocking.

References

1 N. Roussel, A. Gram. Simulation of fresh concrete flow. RILEM State-of-the-Art Reports, 15,
2014.

2 G. Tattersall, S. Bloomer. Further development of the two-point test for workability and extension
of its range. Magazine of concrete research, 31(109):202-210, 1979.

3 EFFC, DFI. EFFC/DFI concrete task group: Best practice guide to tremie concrete for deep
foundations. 2018.

4 N. Roussel, M. Geiker, F. Dufour, L. Thrane, P. Szabo. Computational modelling of concrete
flow: general overview, Cement and concrete research, 37(9):1298-1307, 2007.

4



1 

 

2019 UKACM Conference City, University of London  
 
 

OPTIMISATION OF A CONCEPTUAL AIRCRAFT MODEL USING A 

GENETIC ALGORITHM AND 3D COMPUTATIONAL FLUID DYNAMICS 

Lok Chun Chan, *Mohammad Akrami, Akbar A. Javadi, Gavin Tabor, Mahdieh Dibaj,  

Mohammad Hassan Khanjanpour 

 Department of Engineering, University of Exeter, Exeter, EX4 4QF, UK 

*m.akrami@exeter.ac.uk 

 

Summary 

 
Aircraft design is fundamentally a multidisciplinary design activity which involves different models and tools for 

various aspects of the design. This paper uses a Multidisciplinary Design Optimisation (MDO) for design of a 

simplified commercial aircraft, aiming to optimise the objectives of cost, weight and drag. NSGA-II is used to 

optimise the weight and cost by changing the geometry to introduce lightweight airframe materials and composites 

with lower density. Reducing weight of the structure is one of the major ways to improve the performance of 

aircraft. Lighter, stronger material will allow a higher speed and greater range which may contribute to reducing 

operational costs. Drag reduction is also a major factor in aircraft design. Reduction of drag in an aircraft means 

that it can have a lower fuel consumption or travel at higher speed, both of which are beneficial to plane 

performance. A smart structural optimisation algorithm helps to optimise the cost, weight and drag, while drag is 

analysed based on CFD modelling results. The results are validated against some wind tunnel tests.  

 

Key Words: Optimisation, aircraft, NSGA-II, CFD 

 

Introduction 

The first commercial aircraft started back on 1st January 1914. It operated between St. 

Petersburg and Tampa, yet only lasted for four months. Since then, engineers and scientists 

start to design and investigate different methods to improve the performance of aircraft. The 

original aims are to increase the distance of travel and the capacity of the aircraft. Nowadays, 

commercial aircrafts are fairly developed and improved compared to the first commercial 

aircraft. Even though the aircrafts have massively improved compared to the earlier designs, 

but there are still areas to improve. Designers always try to come up with better designs and 

the aims have changed from achieving basic performance to improving the performance of 

flight such as reducing the fuel consumption. To achieve these aims, designers have applied 

various techniques and technologies to assist with their design works. For example, the use of 

computational simulation, wind tunnel experiment and mathematical models has helped to 

refine, improve and optimise the aircrafts in terms of their structure, material choice and 

geometry in order to achieve a “better” design. Aircraft design always contains more than one 

objective; e.g., reduction of fuel consumption, reduction of weight and increase in the payload; 

and involves various disciplines such as structure dynamics, fluid dynamics and materials 

engineering. In this paper, MDO is used to optimise a simplified model of a commercial aircraft 

in order to reduce weight, drag and cost, simultaneously.  

 

Materials and Methods 

During the conceptual design, ideas were formulated, rephrased, rejected or modified. 

Traditionally, aircraft design is separated into different areas of focus, such as structure, 

materials, dynamics and cost and there are aims and constraints in each area.  
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For example, the design of airframe focuses on structure and shape while the design of the 

wing will focus on lift and drag. All parts of an aircraft are closely related and interlinked with 

each other. Therefore, achieving one objective might have an adverse effect on the other 

design objective. For instance, replacing aluminium alloy by light-weight materials such as 

carbon fibre and other composites to achieve a weight reduction will have a trade-off of 

increased production cost. A complex design, such as aircraft, need to achieve different design 

objectives while there are different trade-offs. An MDO is a methodology to achieve the “best” 

solution by changing the design variables and maintaining different design constraints [1].  

 

 

 

 

 

 

 

 

 

 

  

 

 
Figure 1: Application of the NSGA-II algorithm and the assigned parameters in the model 

 
Traditionally, design is a process focusing on one area at a time and the areas down the stream 
are heavily dependent on the previous results. As modern design has developed and become 
more complex, it has become very difficult to optimise multiple design objectives. MDO is a 
design process which evaluates all design variables simultaneously and considers the trade-
off and interaction between different objectives and disciplines. MDO is a methodology for the 
design of complex engineering systems that are governed by mutually interacting physical 
phenomena and made up of distinct interacting subsystems in their design. 
 

Parameter Description 

X1 Length of fuselage 

X2 Fuselage diameter 

X3 Length of nose 

X4 Length of tail 

X5 Wingspan 

X6 Wing sweep angle 

X7 Horizontal stabilizer span 

X8 Horizontal stabilizer sweep angle 

X9 Vertical stabilizer span 

X10 Vertical stabilizer sweep angle 

3D conceptual CAD model of aircraft 
Determine the drag by conducting a CFD 

analysis on the conceptual aircraft model  

Surrogate model 

NSGA II 

Update 
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The rapid development in the computational analysis in recent years has been largely 

influencing MDO. Many simulation results can now be linked and considered in the calculation 

process, which could be a significant aid, especially in aircraft design. Areas like wing lift and 

drag can be more easily considered during the design process. Apart from CFD or FEA, MDO 

can also involve diverse tools such as cost modelling and even experimental results. Non-

dominated Sorting Genetic Algorithm (NSGA-II) is a modified version of NSGA which is a multi-

objective optimisation model and was one of the first evolutionary algorithms [2, 3]. It generates 

a set of solutions, also known as Pareto-optimised solutions, which are superior to the rest of 

the solutions. There is no absolute better solution within this Pareto-optimised solutions and 

hence the choice of an optimal solution over the others requires problem knowledge and other 

problem factors. In this study, the ten initial parameters (Figure 1) were defined in order to 

optimise the three main objectives. These ten parameters will update in each iteration based 

on the geometrical parameters’ ranges of the aircraft models to generate the optimal solution. 

Also, a surrogate model was constructed based on the initial results from the CFD model and 

the remaining simulations were analysed based on this model predictions to observe and 

choose the most promising ones until a “good design” can be achieved. By generating a 

surrogate model using CFD simulation which has been validated by the wind tunnel results 

(Figure 2) and adapted in the NSGA-II model, the range of optimal solutions are generated.   

 

 

 

 

 

 

Figure 2: Validating the CFD model against the wind tunnel results based on the Drag force 

(N) and the Velocity (m/s) 

Results and conclusion 

By combining the surrogate optimisation model generated by multiple CFD simulations and 

NSGA II,  multiobjective genetic algorithm, a Pareto front is generated which clearly shows a 

trade-off between different objectives. There is a significant trade-off between weight and cost, 

as weight decreases, the costs increases (Figure 3) [4, 5]. This trend clearly exists between 

the weight and Fuselage volume and also cost and the volume. The results help to find a range 

of solutions in order to optimise the the topology of the structure [6].  
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Figure 3: Optimisation results from the NSGA-II algorithm for the three main objectives of 
Cost, Weight and Fuselage volume 

 
Based on the developed algorithm, the optimised ranges for the main 10 parameters are 
illustarted (Table 1) in order to minimise the aforementioned objectives.  

 
Parameters Initial range  Optimised range 

X1 15 – 50  36.86 – 50  

X2 3.76 – 8.5  6.648 – 8.5  

X3 3.96 – 5  4.173 – 5  

X4 7 – 15    8.115 – 13.473  

X5 26 – 80 26 – 31.62 

X6 90 – 125 105.03 – 123.23  

X7 10 – 30 10 – 15.834  

X8  115 – 140 119.694 – 127.67 

X9 6 – 15 6 – 10.559 

X10 115 – 140 115 – 139.07 
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function [y, cons] = TP_CONSTR_objfun(x) 
[Ane, Ate]= elliptical (x);  
Abo=pi*x(1)*x(2); An=integral(Ane,-x(3),0);Ata=integral(Ate,-x(4),0); 
Awis= ((x(5)/4)+1.5)*(x(5)/2); 
Awint= (2*(((x(5)/2))/sind(x(6)))+1.5)*0.75; 
Awi=Awis+2*Awint; Astas= ((x(7)/2.5)+1.5)*(x(7)/2); 
Astat=(2*(((x(7)/2))/sind(x(8)))+1.5)*0.4; 
Asta=Astas+2*Astat; Arus=(((x(9)/1.2)+1.5)*x(9))/2; 
Arut=(2*(((x(9)/2))/sind(x(10)))+1.5)*0.3; 
Aru=Arus+Arut; En= (1.5/2)^2*pi*3; 
tbl = readtable('test2.xlsx','range','A1:K101','ReadVariableNames',false); 
tbl.Properties.VariableNames = 

{'X1','X2','X3','X4','X5','X6','X7','X8','X9','X10','drag'}; 
 gprMd = 

fitrgp(tbl,'drag','KernelFunction','squaredexponential','FitMethod','fic','Predict

Method','exact','Standardize',1); 
 C={x(1),x(2),x(3),x(4),x(5),x(6),x(7),x(8),x(9),x(10),[]}; 
T = cell2table(C); 
T.Properties.VariableNames = 

{'X1','X2','X3','X4','X5','X6','X7','X8','X9','X10','drag'}; 
y = [0,0,0]; 
cons = [0,0]; 
 y(1) = predict(gprMd,T); 
y(2) = 

((x(11)/(x(11)+x(12)+x(13)))*1750+(x(12)/(x(11)+x(12)+x(13)))*2800+(x(13)/(x(11)+x

(12)+x(13)))*7850)*0.5*(((Abo)+(abs(An))+(abs(Ata))+(2*Awi)+(2*Asta)+(2*Aru)+(2*En

))); 
y(3) = 

((x(11)/(x(11)+x(12)+x(13)))*1750*6.38+(x(12)/(x(11)+x(12)+x(13)))*2800*1.38+(x(13

)/(x(11)+x(12)+x(13)))*7850*0.3)*(0.5*((Abo)+(abs(An))+(abs(Ata))+(2*Awi)+(2*Asta)

+(2*Aru)+(2*En))); 
c(1)= x(1)*(x(2)/2)^2*pi; 
c(2)= x(1)*(x(2)/2)^2*pi; 
%c(3)= y(3); 
 if(c(1)<150)% new deisgn has a lower payload than the original Boeing 737 100  
    cons(1) = abs(c(1)-150)*100000; 
 if (c(2)>=150) 
        cons(2)=150/((abs(c2)-150)*100000); 
end 
 %if (c(3)<=0) 
%        cons(3)=0.001/((abs(c2)-150)*100000); 
%end 
end 
clear All 
 boundary  
 options = nsgaopt();                    % create default options structure 
options.popsize = 100;                  % populaion size 
options.maxGen  = 100;                  % max generation 
 options.numObj = 2;                     % number of objectives 
options.numVar = 13;                    % number of design variables 
options.numCons = 2;                    % number of constraints 
options.lb = lb;                        % lower bound of x 
options.ub = ub;                        % upper bound of x 
options.objfun = @TP_CONSTR_objfun;     % objective function handle 
options.plotInterval = 5;               % interval between two calls of 

"plotnsga".  
 result = nsga2(options);                % begin the optimization! 
 %plotting 
%optimisation_history 
function varargout = plotnsga(varargin) 
gui_Singleton = 1; 
gui_State = struct('gui_Name',       mfilename, ... 
                   'gui_Singleton',  gui_Singleton, ... 
                   'gui_OpeningFcn', @plotnsga_OpeningFcn, ... 
                   'gui_OutputFcn',  @plotnsga_OutputFcn, ... 
                   'gui_LayoutFcn',  [], ... 



6 

 

                                                         2019 UKACM Conference City, University of London  
                

'gui_Callback',   []); 
if nargin && ischar(varargin{1}) 
   gui_State.gui_Callback = str2func(varargin{1}); 
end 
 if nargout 
    [varargout{1:nargout}] = gui_mainfcn(gui_State, varargin{:}); 
else 
    gui_mainfcn(gui_State, varargin{:}); 
end 
function plotnsga_OpeningFcn(hObject, eventdata, handles, varargin) 
handles.output = hObject; 
guidata(hObject, handles); 
 handles.bLoadFromFile = 0;           
if( isempty(varargin) ) 
    error('PLOTNSGA:ParamError', 'Error: plotnsga should be called : 

plotnsga(result, curGen) or plotnsga(''pops.txt'')'); 
 elseif(length(varargin) == 1) 
    if( isstruct(varargin{1}) ) 
        handles.result  = varargin{1}; 
        handles.currentGen = 1; 
            elseif( ischar(varargin{1}) ) 
        global oldresult; 
        oldresult = loadpopfile(varargin{1}); 
        evalin('base', 'global oldresult'); 

     
        handles.bLoadFromFile   = 1; 
        handles.strPopFile      = varargin{1}; 
        handles.result          = oldresult; 
        handles.currentGen      = 1; 
    end 
    elseif(length(varargin) == 2) 
    if( isstruct(varargin{1}) && isscalar(varargin{2}) ) 
        handles.result  = varargin{1}; 
        handles.currentGen = varargin{2}; 
    else 
        error('PLOTNSGA:ParamError', ... 
            'Error: plotnsga should be called : plotnsga(result, curGen) or 

plotnsga(''pops.txt'')'); 
    end 
end 
popsize = size(handles.result.pops, 1); 
strList = repmat({''}, [1,popsize]); 
for i = 1:popsize 
    strList{i} = sprintf('%d', i); 
end 
 curSel = handles.currentGen;   set(handles.listPop, 'string', strList); 
set(handles.listPop, 'value', curSel); 
 dispState(handles, curSel); 
plotPopulation( handles, curSel ); 
guidata(hObject,handles); 
 function varargout = plotnsga_OutputFcn(hObject, eventdata, handles) 
varargout{1} = handles.output; 
 function btnStop_Callback(hObject, eventdata, handles) 
global STOP_NSGA; 
STOP_NSGA = 1; 
 function btnPause_Callback(hObject, eventdata, handles) 
if isempty(getappdata(0,'gadsSolverState')) 
    setappdata(0,'gadsSolverState','pause'); 
    set(hObject,'String','Continue'); 
        waitfor(hObject,'String'); 
else 
    setappdata(0,'gadsSolverState',''); 
    set(hObject,'String','Pause'); 
end 
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Summary

In reinforced concrete structures, connections between members are often critical for the performance in the

ultimate limit state. The most common approach to provide force transfer across the connection is to overlap

reinforcement bars to form a lap splice. Here, looped reinforcement laps subjected to tension were studied

using a three-dimensional nonlinear finite element approach. For the constitutive model of concrete, a damage-

plasticity approach was used. In this model, the input for the tensile response is given in the form of a stress

versus crack-opening curve, which, for the case of concrete with fibres, is adjusted to consider the bridging

effect of fibres. The influence of lap length and fibres on the mechanical response was investigated. The

numerical results show that fibres significantly increase the strength and ductility of lap splices.

Key Words: reinforcement loops, lap splices, reinforced concrete, cracking

Introduction
Force transfer between members of reinforced concrete structures is commonly provided by reinforce-
ment lap splices. Understanding the failure process of these lap splices is important for being able to
develop design approaches which can be used with confidence. In tensile lap splices made of reinforce-
ment loops, the loop provides additional force transfer which reduces the overall lap length required.
However, for these loop laps, complex failure processes involving spalling of the concrete cover have
been reported in experiments [2].
For understanding the nonlinear response of reinforced concrete structures, the nonlinear finite element
method provides a powerful tool. By modelling separately the nonlinear response of concrete, steel
and bond between concrete and steel, it is possible to provide a better understanding of the processes
which govern the often highly nonlinear composite response. This analysis strategy relies on robust
numerical techniques, and constitutive models, which describe the material responses well.
In the present study, the nonlinear finite element method was used to study failure process of tensile
laps made of reinforcement loops. The main aim is to investigate the influence of fibres in concrete
on the response of the tensile laps of reinforcement loops. This work complements recent research in
which the influence of fibres on straight tensile laps was studied [4].

Method
For the nonlinear finite element analysis of tensile lap splices of reinforcement loops, an explicit dynamic
solution approach with an incremental displacement control was applied. For concrete, constant stress
tetrahedral finite elements with the damage-plasticity constitutive model CDPM2 [5] were used. Rein-
forcement was modelled by frame elements which were positioned independently of the finite element
mesh of concrete. The constitutive model for the reinforcement was chosen to be elasto-plastic without
hardening. The interaction between concrete and reinforcement was modelled by linking the degrees
of freedom of frame elements to those of the concrete elements [8], with a bond-slip law between
reinforcement and concrete.
For the concrete constitutive model CDPM2, the stress evaluation is based on the concept of damage
mechanics concept with nominal and effective stress. The nominal stress is evaluated by a combination
of damage and plasticity, whereas the effective stress in the undamaged material is determined using

1
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plasticity only. For the nominal stress evaluation, tensile and compressive damage variables are applied
to positive and negative components of the principal effective stress, respectively. The function for the
tensile damage variable is derived from a bilinear stress-crack opening (σ-wc) curve, so that the results
of analyses of tensile failure in which strains localise in mesh-dependent regions are independent of the
finite element mesh [1]. For fibre reinforced concrete, the parameters of the stress-crack opening curve
were adjusted to consider the bridging stress of the fibres [6, 7]. Here, it was assumed that the steel
fibres, which bridge cracks, are pulled out of the concrete, but do not yield. The presence of small steel
fibre volume ratios considered in this study resulted in a small increase of the tensile strength, and a
very large increase of the crack opening at which the stress becomes zero. This is also in agreement
with meso-scale simulations carried out in [3].

Analyses and results

The tensile specimen consists of two pairs of symmetrically arranged overlapping reinforcement loops
embedded in concrete (Figure 1).

Figure 1: Geometry of splicing of reinforcement loops in direct tension.

In this short paper, selected results for one short lap length Ls = 300 mm with and without fibres
are shown in the form of normalised load-displacement curves (Figure 2) and maximum principal
strain contour plots representing cracks (Figure 3) for stages marked in Figure 2. The load and
displacement are normalised by the force and displacement of four continuous reinforcement bars at
yielding, respectively.
For concrete without fibres, the peak load is reached before the reinforcement bars yield, which indicates
that the strength of the lap limits the overall strength of the specimen. The post-peak response is
characterised by a reduction of load with increasing displacements. The crack patterns for the loop
splices without fibres show the formation of longitudinal (in the direction of loading) splitting cracks
within the lap length (Figure 3a). These cracks represent spalling planes which were experimentally
reported in [2]. Outside the lap zone, tensile cracks perpendicular to the load direction are visible.
For concrete with fibres, the peak load exceeds the yield load of the reinforcement. In the post-peak
regime, the load remains constant. This response indicates that yielding of the reinforcement limits
the strength of the specimen. The maximum load is greater than the yield load of the steel bars, since
the bridging stress of steel fibres across cracks contribute to the load transfer. Outside the lap zone,
the tensile cracks perpendicular to the load direction have a smaller spacing than for plain concrete.
Inside the lap region, almost no longitudinal cracks are visible.
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Figure 2: Load-displacement curves for lap splices of reinforcement loops in concrete with a lap
length of Ls = 300 mm with and without fibres obtained from nonlinear finite element analyses
with the concrete damage plasticity model CDPM2.

(a)

(b)

(c)

Figure 3: Contour plots of the maximum principal strain for lab splices (a) without fibres and (b)
with fibres. Black indicates strains which correspond to crack openings greater than 0.3 mm. The
geometry of the loops is shown in (c).

The differences in the crack patterns are further elucidated in Figure 4 by showing plots of only those
elements with a maximum principal strain corresponding to a crack opening greater than 0.2 mm for
stages marked in Figure 2. For concrete without fibres, the crack plane along the edge of specimen
within the lap length is clearly visible, which indicates the onset of spalling.
For the low volume fraction of steel fibres (Vf = 1%) used, the peak stress in tension is not significantly
increased (ft = 3.22 MPa for fibre reinforced concrete versus ft = 3 MPa for plain concrete). Still,
the bridging stress after cracking is sufficient to prevent spalling and to change considerably the crack
pattern.
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(a)

(b)

(c)

Figure 4: Finite elements with a maximum principal strain corresponding to a crack opening
greater than 0.2 mm for lab splices (a) without fibres and (b) with fibres. The geometry of the
loops is shown in (c).

Conclusions
The present nonlinear finite element analyses of a short lap splice of reinforcement loop in both plain
and steel fibre reinforced concrete showed that 1 % of volume fraction of steel fibres has a strong
influence on the mechanical response. For plain concrete, spalling cracks resulted in an abrupt drop
of the load before yield load of the reinforcement could be reached. On the other hand, for steel fibre
reinforced concrete, spalling was prevented so that yielding of the reinforcement occurred.
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Abstract

Gravity forward modelling is the calculation of gravity field from a specific density distribution, and
is essential for reconstructing ground density in an inversion process. Finite element (FE) methods have
been effectively used for forward modelling of gravity data. In contrast to the closed-form and analytical
methods, FEM can model complicated geometries and density distributions. Since the gravity field is
an unbounded domain, numerical modelling of the boundary condition is the main challenge associated
with the FE formulation of the gravity data. In the majority of numerical cases, the domain of the gravity is
truncated at a relatively far distance from the zone of density contrast in order to reduce the effect of the
boundary conditions on the results. Some researchers have applied a zero gravitational potential value
to the boundary while others have applied an estimated gravitational potential value to the truncated
edges. In both cases, a large zone of zero-density contrast has to be added around the zone of density
contrast which considerably increases the computational time. Another type of the boundary condition,
which is less developed in the field of gravity modelling, is the use of a single layer of infinite elements
around the zone of density contrast to model the boundary. The scope of this paper is the discussion and
comparison of the aforementioned types of modelling boundary conditions in FE analyses with respect
to gravity field modelling. The advantages and disadvantages of each method, especially the infinite el-
ement boundary over the truncation methods, are presented. The results show that a trade-off between
the size of the additional zero density zone around the zone of density contrast, and the meshing ele-
ment sizes is essential for the truncation methods. Furthermore, the infinite element boundary is shown
to have great potential to overcome the computational issues related to the truncation methods. A high
accuracy in the results with less computational time can be obtained using infinite elements.
Keywords: gravity forward modelling, Finite element analysis, Boundary conditions, Infinite elements

1. Introduction
Modelling of gravity plays an important role to solve different issues, such as identifying and locating
buried objects. Gravity values can be predicted from a specific distribution of ground density in a process
called forward modelling of gravity data. Forward modelling is an essential stage of the inversion process
in which the subsurface density is reconstructed using a non-destructive approach. Different methods
can be used for gravity forward modelling, including closed-form solutions and numerical methods.

Numerical methods contain different techniques one of which is the finite element (FE) method, which
is a powerful technique used for forward modelling of gravity. The importance of FE analysis becomes
vital when the geometry of the problem and the density distribution are complicated. In such cases, the
complexity of the problem makes it impossible to use simplified methods or closed-form solutions [2].

This paper is focused on the use of FE analysis for forward modelling of gravity, considering three
different techniques within the FE method. The difference between the three techniques is related to
the way the boundary conditions of the gravity field is modelled, since gravity is an unbounded problem.
Background to the use of FE analysis, including the gaps in knowledge, is presented in Section 2.
Utilising a set of rigorous numerical simulations, this work aims to evaluate the performance of FE
methods to model gravity, and to introduce robust indicators to improve the numerical outcomes when
using them for gravity forward modelling.

2. Background
FE modelling of gravity, as opposed to closed-form solutions, initially solves the gravitational potential,
and then calculates the gravity values from the gradient of the potential field. This needs a solution for
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Figure 1: A typical numerical domain for (a) the truncation boundary and (b) an infinite element boundary (Lmass and Lzero are
the lengths of the density contrast and the zero-density zones, respectively, and LIE is the length of infinite elements)

an unbounded problem. The main concern associated with the FE modelling of such problems is the
simulation of the boundary conditions since theoretically, it extends to infinity.

The truncation of the boundary at a far, but finite, distance from the zone of density contrast is the
most popular technique used for the forward modelling of gravity. The space from the edge of the
density contrast zone to the truncated boundary of the whole domain needs to be modelled with zero-
density elements (zero-density here means no contrast within the density distribution). At the truncated
boundary, either a zero gravitational potential is applied, as used by Jahandari and Farquharson [4] and
Zhang et al. [8], or the gravitational potential is estimated and applied to the boundary, as proposed
by Cai and Wang [2]. In the rest of this paper, the former method is called the zero-potential boundary,
and the latter is called the Cai and Wang method. A typical numerical model of the truncation boundary
is shown in Figure 1a. It is worth noting that a comparison of these two boundary modelling methods
was made by May and Knepley [7] in their paper about forward models for the calculation of gravity
anomalies. Their focus was mainly on the effect of the domain size on the results. A trade-off between
the domain size and the mesh fineness, and the influence of the element size outside the zone of density
contrast on the results were not discussed.

Another type of boundary condition, simulated with one layer of infinite elements around the zone of
density contrast, was used by Gharti and Tromp [3] to model gravity in a spherical domain. It should
be mentioned that this method is less developed in the field of gravity modelling. Furthermore, no
comparison of this method with the truncation techniques is available in the literature.

This paper presents the results from a series of analyses investigating the infinite element boundary
condition. A brief methodology of the numerical simulation of this boundary is presented in Section 3.
Figure 1b shows a typical numerical domain with an infinite element boundary.

3. Methodology and Model Description
For details of the simulations by Cai and Wang, the reader is referred to reference [2] who originally
proposed the method. This section presents some insight into the formulation of 2D infinite elements,
which is then followed by a description of the model used in this paper.

The aim behind using infinite elements to model boundaries is that the infinity nature of the un-
bounded domains can be reproduced using only one layer of elements that have special types of shape
functions. The coordinate ascent approach, in which an infinite element is compressed to become a
conventional finite element [5], was used to formulate infinite elements in this paper.

The difference between a conventional finite element analysis and an infinite element formulation is
the type of shape functions used to form the Jacobian matrix for the conversion between the global and
local coordinate systems. In the local coordinate system, finite element shape functions are used to
interpolate the field variables (in the case of gravity modelling, the gravitational potential, Φ). It is worth
noting that when simulating infinite elements, an arbitrary position called the pole has to be specified.
This position is used to find the length of the infinite elements, however it is not explicitly modelled. There
is not a specific criterion to accurately determine the pole position. The factors that help with specifying
this position include engineering knowledge, the problem characteristics (geometrical and physical), and
fit to the decay pattern. More details about the pole position can be found in [6] and [9]. In this work, the
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Figure 2: (a) Gravity values predicted by the infinite element and truncated boundary methods, (b) the combined effect of the
mesh fineness and zero-density size, and (c) the effect of mesh non-uniformity on the truncated boundary results

infinite element formulation proposed by Marques and Owen [6] was used to model the boundary of the
problem.

To simplify the problem and to focus on the intended aim of the paper, a simple domain of density
contrast was simulated that had dimensions of 100 m ×100 m (i.e. Lmass = 100 m in Figure 1), and
a uniform density contrast of 1800 kg/m3. In all cases, the domain was discretised using 2D square
elements with 4 nodes at their corners. All the numerical simulations were performed using MATLAB.
Observation points were located at the top of the density contrast zone, starting from xmass = 10 m
to xmass = 90 m where xmass is the horizontal distance along the zone of the density contrast. The
element and domain sizes were variable. Extra information is presented in Section 4 where the results
are discussed. It should be mentioned that for the infinite element model, one layer of infinite elements
were used to model the boundary of the problem. The length of these elements was 22.5 m (obtained
from comparing the numerical results to the exact solution of the problem).

In order to validate the results, an exact solution of the problem was calculated using Equation 1
[1]. Furthermore, the error between the numerical and synthetic data was calculated using the L2 norm,
Equation 2.

gsynth = 2Gρ
∫∫

z
r2 dxdz (1)

EL2
=

√∑nm

i=1

∣∣gnum,i − gsynth,i
∣∣2 (2)

where gsynth,i is the synthetic gravity at ith observation point, G is Newton’s gravitational constant, ρ is
the density, z is the vertical distance, r is the distance between the mass and the observation point, nm
is the number of measurement points, and gnum is the gravity values computed numerically (i.e. FEM).

4. Results & discussion
Figure 2a shows the gravity prediction and L2 error for the different numerical techniques. The zero-
density size in the truncation methods was Lt/Lmass = 4 (Lt is the length of the whole numerical domain,
as shown in Figure 1). The numerical domain was meshed uniformly with elements of 2 m side length.
The total number of elements was 2,704 and 40,000 in the infinite element boundary and truncation
methods, respectively. Figure 2a also states that EL2 =0.196 and 0.210, respectively for the infinite
element and the truncation boundaries. For the same meshing resolution, the infinite element boundary
gives slightly better results than the truncation method, while using considerably fewer elements.

The results of Figure 2a indicate that substantially less computational cost is involved when modelling
gravity using an infinite element boundary. It should be noted that when using infinite elements, the
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choice of a suitable pole position has to be made carefully due to its impact on the results. In addition,
for more complicated gravity problems, non-linear shape functions for the infinite elements could improve
the results significantly.

Figure 2b presents the combined effect of the element and zero-density domain sizes on the results
of the truncation boundaries. The total number of elements for all the simulations in Figure 2b was
40,000. The meshing was gradually made coarser as the zero-density domain was added to the model.
The magnitude of EL2 is large when there is no zero-density domain, despite having a very fine mesh
in the zone of the density contrast. Adding the zero-density domain reduces the error up to a specific
point (up to Lt/Lmass = 2 for the Cai and Wang method, and 3 for the zero-potential boundary). After
this point, the error starts to bounce which shows the role of the element size in the analysis. It should
be noted that after Lt/Lmass = 4, both the truncation methods give similar results.

The simulations linked with Figures 2a and 2b had uniform meshes throughout the domain whilst
Figure 2c shows the results with non-uniform meshing. Figure 2c displays the effect of the element
size in the zero-density domain on the results for the truncation methods with Lt/Lmass = 4. All the
simulations are for a constant element number of 40,000. Figure 2c shows that the results improve as
the ratio of the element size of the zero-density to that of density contrast zone, Lel,ZD/Lel,D, increases
up to 1.75. After this point, an increase in the Lel,ZD/Lel,D ratio results in a larger error. This effect is the
same for both truncation methods, and shows that non-uniformity meshing could be helpful to improve
the results.

5. Conclusions
This paper has presented insights into the forward modelling of gravity data using finite element methods
with three types of boundary formulations: infinite elements, zero-potential and the Cai and Wang meth-
ods. The results showed that the infinite element boundary presented accurate predictions of gravity
data with fewer elements compared to the zero-potential and Cai and Wang methods. This could lead to
a considerable reduction in computational cost if proper infinite element shape functions and accurate
pole positions are used.

Regarding the zero-potential and Cai and Wang methods, it was shown that a trade-off between the
element size and the size of the zero-density domain is necessary to obtain optimal results. Furthermore,
the results showed that the meshing does not need to be uniform throughout the domain. A finer mesh
within the zone of the density contrast improves the gravity prediction of the truncation methods up to a
specific limit. This limit can be determined by finding an optimal ratio between the element sizes within
and outside the zone of the density contrast.
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Summary

The coupling of the generalized, nonlinear thermal model accounting for non-Fourier effects and mechanical

deformation at finite strains is applied to analyse the coupled response of human skin. Linearisation of the

thermal part of the model gives the widely-used, classical thermal conduction model based on Fourier’s law.

A space-time discontinuous Galerkin (DG) finite element method with a staggered algorithm based on iso-

entropy splitting is used for numerical realisation of the model [1, 5]. To illustrate the importance of the

coupled response, a numerical example is considered in which a hot rigid indenter is in contact with the skin

[3].

Key Words: Non-Fourier; Finite strains; Iso-entropy splitting; Staggered algorithms; Space-time
DG method

Introduction

The Pennes equation [4] has been successfully used to model thermal transfer in biological tissues.
It is based on the Fourier’s law of heat conduction, along with various components accounting for
external or internal thermal sources such as blood perfusion, sweating and surface cooling. However,
non-Fourier effects such as wave mechanism of heat conduction have been observed experimentally in
materials with non-homogeneous inner structure, which are similar in heterogeneity to biological tissue.
Experimental results on biological tissue, for example [2], coupled with mathematical analysis have
also shown that the temperature oscillation is better explained with the thermal wave analyses than
the classical diffusion mechanism of thermal conduction by Fourier’s law. The non-homogeneous inner
structure together with the temperature oscillation commonly observed in biological tissue suggests the
existence of a wave mechanism of thermal conduction in biological tissue. The problem of interest is
the modelling of the skin tissue using the generalized (non-Fourier) thermoelastic model discussed in
[5].

Governing equations and constitutive relations
Here the local form of the balance laws and the constitutive relations are summarised as follows.
The balance of linear momentum, ignoring the inertial terms, reads as

DivP + b = 0, (1)

where P is the first Piola-Kirchhoffs stress tensor and b denotes the body force.
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The balance of energy (the first law of thermodynamics) in the strong form is expressed as

Θη̇ = −DivQ + Θ−1QE · ∇Θ + r, (2)

where η is the entropy, Q is the Piola heat flux vector, QE is the energetic component of the heat
flux, and r is the heat source.
Motivated by the microscopic analysis of thermal propagation as phonon-phonon interaction model, we
additively decompose the heat flux vector into energetic QE and dissipative QD components, that is,

Q = QE + QE.

Moreover, following the Green-Naghdi theory, an additional scalar field quantity α, the so-called thermal
displacement, is introduced and defined as α̇ = Θ.
Applying the local form of the second law of thermodynamics as free energy imbalance, the constitutive
equations for P , η, and QE are derived from the free energy Ψ as

P =
∂Ψ

∂F
, η = −∂Ψ

∂Θ
, and QE = −∂Ψ

∂Λ
(3)

The thermodynamical restriction also imposes a type of Dhumel’s law inequality on the dissipative heat
flux vector QD, and with the assumption of isotropic conductivity, it is chosen to be

QD = −JκdF−1F−T∇Θ, (4)

where κd is the spatial thermal diffusivity (accounting for the dissipative process).
The free energy for the generalized model can be written as

Ψ(F ,Θ,Λ) = Ψ̂(F ,Θ) + ΨNF (Λ),

in which we assume a neo-Hookian type free energy for the classical part Ψ̂ given by

Ψ̂(F ,Θ) =
1

2
λ(ln J)2 +

1

2
µ[F : F − 3− 2 ln J ]− 3ωκϑ

ln J

J
+ cF

(
ϑ−Θ ln

[
Θ

Θ0

])
− Ξ0ϑ,

where λ and µ are the Lamé constants, κ = λ + 2
3
µ is the bulk modulus, ω is the thermal expansion

coefficient, and cF is the specific heat capacity. Moreover, the non-Fourier contribution of the free
energy is quadratic in Λ, given by

ΨNF (Λ) =
1

2
κeΛ ·Λ,

where κe is the energetic material thermal conduction coefficient.

Numerical discretisation
A stable staggered method is obtained by first decoupling the full problem using adiabatic operator
split, into mechanical phase at constant entropy, i.e.,

DivP + b = 0, Subject to: η̇ = 0, (5)

and thermal phase of heat conduction under fixed configuration, i.e.,

Θη̇ = −DivQ + Θ−1QE · ∇Θ + r, Subject to: u̇ = 0. (6)

The next step is to discretise the problems in each stage by an appropriate method to obtain stable
schemes. Let the algorithm that transfers the solution of the mechanical problem from the time-step
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tn to tn+1 be denoted by AM , and correspondingly the algorithm to that of the thermal phase by AT .
Then a stable first-order approximation can be obtained as the composition An

T ◦ An
M (referred to as

single pass), that is,

X n+1 = AT ◦ AM(X n), (7)

where X n represents the solution vector at the discrete time tn.
In this work the sub-algorithms AM and AT are obtained by applying the space-time discontinuous
Galerkin approach [6].
The discret problems corresponding to the algorithms AM and AT in the mechanical and thermal phase,
respectively, are defined as

BM(X̄ h,X h) = LM(X̄ h), and BT (X̄ h,X h) = LT (X̄ h), (8)

where

BM(X̄ h,X h) = (∇ūh, P h)Ω, and LM(X̄ h) = (ūh, b) + (ū, h)ΓN×[tn, tn+1] ,

BT (X̄ ,X h) = 〈ᾱh(tn+), αh(tn+)〉+ 〈Θ̄h(tn+), cFΘh(tn+)〉+ (ᾱ, α̇hThetah)

+ (Θ̄h, cF Θ̇h − 1/ΘhQh
E · ∇Θh +

∂P h

∂Θh
: Ḟ

h
)− (∇Θ̄h, Qh), and

LT (X̄ h) = 〈ᾱh(tn+), αh(tn−)〉+ 〈Θ̄h(tn+), cFΘh(tn−)〉+ (Θ̄h, r),

where the pairings (·, ·) and 〈·, ·〉 are integral inner-products over the space-time slab Ω × [tn, tn+1]
and the space Ω, respectively. The test and trial vector functions are represented by X̄ h = (ūh, ᾱh, Θ̄h)
and X = (uh, αh,Θh), respectively. For a detailed discussion of the formulation the method described
in equation (4) the reader can refer the work by Wakeni et al [6].

Result
A cylindrical skin model consisting of four layers (namely, Stratum Corneum, Epidermis, Dermis and
subcutaneous fat) having significantly differing mechanical and thermal properties is considered. The
skin is subject to a hot indenter pressed down (frictionlessly) at a constant rate until the final depth of
the indenter reaches 25%. The problem setup and parameters are taken from the paper by McBride et
al [3]. In their work the thermomechanical response of the skin is modelled using the classical model.
Exploiting the symmetry of the problem, the computational domain is a quarter of the full domain, as
shown in Fig. 1.
Fig. 1 (c) & (d) show the temperature profile of four points each located at the mid-thickness of the
layers along the axis of the cylinder. The temperature is tracked over the duration of the simulation
and is calculated using the generalised and classical models. It is obtained that the result displayed in
(d) is in good agreement with the literature. As expected the result in (c) shows non-Fourier behaviour.

Conclusion
The generalized model better explains the thermal oscillations observed in heterogeneous biological
tissues. The staggered algorithm is unconditionally stable, however, it is limited to first-order despite
the fact that the space-time DG discretisation of the subproblems is higher-order.
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Figure 1: Thermal conduction in a skin specimen. (a) is the computational domain composed of the
four layers, the gaps between layers shown are only for visualization purpose, (b) shows the temperature
distribution in the specimen at the final time, (c) and (d) show the temperature profile of the four points
along the axis of the cylinder each at the mid of each layer based on the generalised and the classical
models, respectively.
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Summary

Limit analysis is a widely used technique for the failure analysis of plastic media and the majority of the
literature in this area has been based on the use of a linear failure criterion. In the context of classic upper
bound slip-line solutions, this means that it is only possible to determine loads or averaged stress data along
any slip-line. The aim of this contribution is to demonstrate how use of a non-linear failure criterion and a
curved slip-line can potentially give access to the shear and normal stress at every point along that slip-line.

Examples are given in the context of metal cutting and geotechnical retaining wall stability, both for materials

that are strongly non-linear and for materials which are essentially linear. The meaning and precision of the

predicted stresses are discussed and compared with predictions from simple lower bound analyses of the same

problems.

Key Words: Limit analysis; Non-linear failure; Plasticity; Stress

Introduction
Limit analysis is a common approach applied to the failure analysis of plastic media and the theory has
been extensively covered by [3], primarily for soils following a linear Mohr-Coulomb criterion. However,
the assumption of linear behaviour of plastic media is an idealisation and non-linear behaviour can be
significant for some soils and fractured rock systems [1]. By extending the approach presented by [4],
the authors presented a fully general form of the variational approach for analysing translational upper
bound problems using the kinematic method [6], which has application both for hand calculations and
scope to be used as part of a general purpose numerical approach [5]. This paper demonstrates the
application of this method to the stability analysis of a retaining wall and a simple orthogonal metal
cutting problem. A promising aspect of the solutions that are obtained is that they give values of shear
and normal stresses at each point along the slip-lines, which is not normally obtained from an upper
bound analysis. For the problems studied, the prediction of the stress distribution along the soil/wall
or metal/tool interface is examined.

Figure 1: Kinematics of slip-line separating two rigid blocks.
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Non-linear upper bound failure mechanism analysis
A non-linear power-law failure criterion may be expressed as [1],

τ = co(a + σn/σt)
1/m (1)

In this study three exemplar materials will be modelled: (i) a loose sand (after [2] using a relative
density index ID = 0), (ii) a tropical lateritic clay (after [1]), and (iii) a Tresca material representing a
metal with a shear strength 300 MPa. For a non-linear material any given slip-line separating two rigid
bodies will normally be curved as shown in the kinematics in Fig.1 and may be described by a function
η = f(ξ), where for convenience the axes are aligned with the velocity jump across the slip-line. To
ensure a kinematically compatible rigid block mechanism, in combination, the local dilation and the
gradient of the curve must sum to a constant global secant dilation ψs which determines the general
form of the curve. Following [6], the local dilation angle ψ at any point on a slip-line may be given by:

tan ψ =
dτ

dσn
=

c0(a + σn/σt)
1−m

m

mσt
(2)

Noting that cot ψ = κf ′(ξ), the normal stress at any point on the slip-line can be given by,

σn = −a ∙ σt + σt

(
c0

mσt

) m
(m−1)

[κf ′(ξ)]
m

(m−1) (3)

where κ = 1 for the passive case and κ = −1 for the active case. Substituting Eq.(3) in Eq.(1) allows
the shear stress also to be determined as follows:

τ = c0

(
c0

mσt

) 1
(m−1)

[κf ′(ξ)]
1

(m−1) (4)

A conventional wedge type kinematic analysis may then be carried out using the secant AB to the
curve, a coefficient of dissipation Ĉ(ψs, θ, l) and a correction to the wedge weight above the secant
Ŵ (ψs, θ, l) to allow for the curvature of the line. Ĉ is equivalent to the term cl for the linear case.
Variational approaches are then used to determine the specific form of the curve that minimises the
energy dissipation. These functions are straightforward to compute using a computer program [6].

Example problems
Three example problems are considered, active and passive smooth retaining walls retaining soil and the
kinematically similar case of orthogonal metal cutting. The principles of the approach will be developed
for the former as follows. Consider a frictionless vertical wall of height H with horizontal active or
passive load F , and a surface surcharge q with a single wedge at angle θ to the horizontal and of area
0.5H2/ tan θ as shown in Fig.2 together with the hodograph. The slip-line length l = H/ sin θ.
If the global dilation is assumed to be ψs, and the wedge moves at a velocity v0 at an angle θ + κψs

to the horizontal, the full energy equation may be expressed as [6]:

Fκv0 cos(θ + κψs) =

[
H2γ

2 tan θ
− κŴ (ψs, θ, l) +

qH

tan θ

]

κv0 sin(θ + κψs) + Ĉ(ψs, θ, l)v0 cos ψs (5)

This is identical to a conventional linear analysis with the addition of the Ŵ term and the replacement
of the cl term by Ĉ. To find the optimal upper bound, it is necessary to find max F (ψs, θ) for the active
case and min F (ψs, θ) for the passive case. The optimization must thus be done in two parameters
(ψs, θ) rather than the one (θ) for the linear problem and was implemented in this work using MATLAB.
Having found the optimum solution, equations (3) and (4) allow the determination of the shear and
normal stresses with depth z on any non-linear slip-lines. These are plotted in in Fig.3 using materials

2
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(a) Passive (b) Active

Figure 2: Upper bound failure mechanism analysis for frictionless retaining wall with hodograph.

(i) and (ii). For comparison predictions using a simple non-linear lower bound approach given in [6] are
also given. This latter analysis assumes that principal stresses remain horizontal and vertical.
The metal cutting problem (Fig. 4a) is kinematically similar to the passive wall problem and is solved
in a similar way. However in this case two slip-lines were modelled using a non-linear yield function,
the tool/wall interface as an almost linear frictionless interface and the slip-line through the metal as
an almost linear Tresca material. The predicted stresses along the two slip-lines are given in Fig. 4b.

(a) Loose sand (b) Lateritic clay

Figure 3: Predicted upper bound (UB) and lower bound (LB) normalised normal and shear stresses on
the inclined failure slip-lines with depth z for retaining wall problem (q = 5kN/m2 and H = 5m): loose
sand case (c0 = 1 kN/m2, σt = 1.7321 kN/m2, γ = 15 kN/m3, m = 1.001, a = 0); lateritic clay case (c0

= 1 kN/m2, σt = 0.053 kN/m2, γ = 18 kN/m3, m = 1.8282, a = 1.644).

Discussion and Conclusions
From Figs 3 and 4b it can be concluded that the stress distribution from the upper bound solutions are
near identical to those from the lower bound approach for an almost linear material, which corroborates
with the almost identical collapse loads found. In contrast, for the non-linear case, the results are not
identical, but are closely similar which also corroborates with the fact that limit loads are also similar
but not identical (the difference is smaller than 0.3%). Some conclusions are drawn below:
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(a) Metal cutting mechanism and hodograph (b) Stress distributions

Figure 4: Predicted upper bound (UB) and lower bound (LB) normalised normal and shear stresses
with depth z on two non-linear slip-lines for the metal cutting problem. Slip-line 1 properties: c01 =
300 MN/m2, σt1 = 3 × 108 kN/m2, γ1 = 0 kN/m3, m1 = 1.001, a1 = 1. Slip-line 2 properties: c02 = 1
kN/m2, σt2 = 1 × 105 kN/m2, γ2 = 0 kN/m3, m2 = 1.001, a2 = 1.

1. An overview of a fully general variational approach for the upper bound analysis of failure of in
non-linear soils has been presented. The analysis follows the form of the classic upper bound
multi-wedge analysis utilised for linear soils.

2. The upper bound solutions can generate good predictions of shear and normal stresses along
multiple slip-lines, which is not normally obtained from an upper bound analysis and show strong
consistency with related lower bound solutions. This provides a potentially useful way to extract
more information from upper bound solutions when modelling linear and non-linear materials.
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Summary

Topology optimization has been used in various engineering fields. The idea of optimising material distribution

in topology optimisation tremendously contributes to fast and intuitive preliminary engineering design. The

resulting topologically-optimised model generally consists of massive voxel or polygon mesh, which raises the

difficulties in post-processing with CAD software. We introduce a new post-processing method combining

homotopic thinning algorithm and beam optimisation to offer a CAD-compatible output. The thinning algo-

rithm first extracts the homotopic structural skeleton modelled as a frame from topology optimisation result.

Then the sequential of size and layout optimisations is applied on the frame model. The optimal frame can

be easily constructed using geometric primitives in CAD software. It is convinced that, this method can trans-

form a topology-optimised model into a frame model with lower compliance better structural performance and

compatibility with CAD.

Key Words: Topology Optimisation; Computer Aided Design; Digital Topology; Finite Elements

1 Introduction

Topology optimization solves the problem how to distribute material within a prescribed design domain
in order to obtain the best structural performance. The concept was initiated for mechanical design
problems but has spread to a wide range of other physical disciplines, including fluids, acoustics,
electromagnetics, optics and combinations thereof [1]. In general, topology optimization picks one
objective function such as structural compliance, and the optimisation can deal with multiple loading
problems [2]. For design and manufacturing, besides the mechanical performance, factors related
to fatigue, manufacturing methods, user experience of the product, aesthetics are also taken into
considerations. Formulating these factors all into optimisation process is impractical and significantly
burdens the process. Therefore, the result of topology optimisation should be handed back to designers
and engineers for further edition on the geometry. The existing software for topology optimisation is
not able to offer a CAD-compatible optimal mode. The time and resource spent in manual or semi-
automotive remodelling become bottlenecks for large popularity of topology optimisation.

2 One example

The cantilevered plate as in Figure 1 is one of the most widely studied benchmark examples in topol-
ogy optimisation. The size of the chosen design domain is descritised into 150 × 50 × 4 unit linear
hexahedron elements. The left edge of the domain is fixed while all the others are free, and a force of
F = 100 is applied along the centre of the right edge. The Young’s modulus and Poisson’s ratio of the
solid material are 1.0 and ν = 0.3. Using SIMP with the volume fraction of χ = 0.3, the penalisation
factor of p = 3, the minimum Young’s modulus as Emin = 10−9 and the density filter radius as R = 3,
topology optimisation gives the optimal shape as in Figure 2.

1
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F=100

150

50

Figure 1: Geometry and boundary conditions of cantilever

The structural frame model can be obtained through skeletonisation process on the shape in Figure 2.
The frame is shown as Figure 3 with initial sizes.

0.4
Density
0.6 0.8 1.00.3 0.5 0.90.7

Figure 2: Topology optimised shape with threshold η = 0.3

6.67 35.6610 20 30
Cross-sectional area

Figure 3: Initial size optimisation on beam model

After the size and layout optimisation, the optimal frame model can be converted into CAD-compatible
format such as the STL format in Figure 4.

2
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Figure 4: STL model of the cantilever
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Summary
Traditional non-linear Finite Element (FE) constitutive models for cementitious materials, based on macro-

scopic theories, tend to capture failure states phenomenologically. This type of approach has, in the past, led

to certain numerical inconsistencies, such as a lack of objectivity with respect to mesh grading. In this study, a

novel framework is proposed, which aims to overcome the numerical issues of macroscopic-based constitutive

models by using a more mechanistic approach. This new approach combines a micromechanics constitutive

model with an Embedded Strong Discontinuity (ESD) approach. The resulting formulation uses additional

degrees of freedoms (translational and rotational) at a crack axis within a special finite element. The coupling

between the micro and macro cracking components of the model was derived using a variational principle,

which ensures equilibrium across the embedded crack and provides an overall minimum energy solution. A

number of numerical examples are presented to elucidate the performance of the numerical framework.

Key Words: Fracture; Constitutive model; Nonlinear Finite Elements; Cementitious materials

Introduction
In the past, macroscopic-based constitutive models (for quasi-brittle materials) led to numerical issues
such as excessive mesh dependency of structural response in Boundary Value Problems (BVP). Many
authors have proposed strategies to overcome such issue, e.g the crack band approach [2], gradient-
enhanced models [3], micropolar continua [5] among others. In this study, a numerical strategy to couple
a Micromechanics constitutive model [4] and the Embedded Strong Discontinuity (ESD) [7] approach
is presented. The aim of this new formulation is to overcome the numerical issues of macroscopic-based
constitutive models by using a more mechanistic approach.

Micromechanics-based damage constitutive model
The framework uses the basic constitutive model in [4]. This model considers a number of distributed
(penny-shaped) microcracks, embedded in an elastic medium and aligned with microcrack-planes,
according to the analytical solution in [6]. Each microcrack-plane uses a (local) damage surface, based
on rotated normal and (engineering) shear strains εL = [εLr γL]T , to trace the evolution of a (scalar)
directional damage strain ζLp. A homogenised secant (constitutive) stiffness D̄sec is obtained through
integration over a (unit) semi-circle. The constitutive equation for this model is expressed as:

σ = De(ε− ε̄add) (1)

ε̄add =
1

π

∫
π

NT
ψε

add
ψ dψ ≈

[
nmc∑
i=1

wLi
1− wLi

NT
i CLN iwintgi

]
σ (2)

where σ and ε are the stress and strain tensors in vector form; ε̄add represents the homogenised ad-
ditional strain vector due to the presence of (evolving) microcracks; De denotes the (undamaged)
material stiffness; Nψ is a rotation matrix, which transforms the stress vector into local coordinates;
εaddψ represents the additional strain vector, in local coordinates, due to distributed microcracks aligned
with a microcrack-plane ; CL represents a (local) elastic compliance matrix; wL = wL(ζLp) is a
(local) damage variable (wL ∈ [0, 1]); nmc is the total number of microcrack-planes considered for
numerical integration; and wintg is a coefficient used for numerical integration. Although the model
has been published previously, for completeness, the main features in plane stress are presented in Box 1.
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Box 1 Summary of Micromechanics-based damage constitutive model algorithm [4]

Constitutive equation: σ = De(ε− ε̄add)

In the i-th microcrack-plane, i = 1...nmc:

Local damage parameter: ζLeff,i(εLi) =
εLr,i

2
[1+(µε

rε
)2]+ 1

2r2
ε

√
(r2
ε − µ2

ε)
2ε2
Lr,i + 4r2

εγ
2
L,i ; ζLp,i ≥ ζ0

Local damage surface: fLi(ζLeff,i, ζLp,i) = ζLeff,i − ζLp,i
Local damage surface loading/unloading conditions: ζ̇Lp,i ≥ 0 ; fLi ≤ 0 ; ζ̇Lp,ifLi = 0

Constitutive tangent operator:

Dtan = D̄sec

[
I −

nmc,ld∑
i=1

1
(1−wLi)2

dwLi
dζLp,i

NT
i CLN iσ{∂ζLeff,i/∂εLi}

TN iwintgi

]
D̄sec(wL) = (I +DeC̄

add
)−1De ; C̄

add
(wL) =

nmc∑
i=1

wLi
1−wLi

NT
i CLN iwintgi

where rε and µε represent stress ratios in equivalent strain terms; nmc,ld stands for the number of
microcrack directions undergoing further micromechanical damage, i.e. if only if ζ̇Lp,i > 0 as a con-
sequence of the out-of-balance stress; I is the identity matrix; the (local) elastic compliance matrix is

expressed as CL = 1
E

[
1 0
0 4

2−υ

]
; and damage evolution follows an exponential rule:

wL(ζLp) = 1− ζ0

ζLp
e
−c1

ζLp−ζ0
ζm−ζ0 (3)

with ζ0 being the strain at first (micromechanical) damage, and ζm the effective end of the stress-strain
curve, both obtained from a uniaxial (tensile) stress-strain curve; and the constant c1 = 5.

Formulation of a Micromechanics-ESD approach based on variational principles
The Micromechanics-ESD approach, as proposed here, ensures energetic balance across the crack plane
and provides a minimum energy solution over a special finite element. This special finite element uses
additional degrees of freedom W̃ = [ũrc, ũsc, α̃c]

T at a crack axis, which have been chosen to occur at
the centre of the element. The crack formulation allows for opening (ũrc), sliding (ũsc) and rotation
(α̃c) between the negative (Ω−) and positive parts (Ω+) of the element, see figure 1.

The strong discontinuity, which introduces a jump in the displacement field u within an element,
provides an additional strain vector component ε̆fr (ε = εcont + ε̆fr). It was found convenient to allow

this enrichment in the strain field, if the crack undergoes inelastic relative displacement W̆ :

ε̆fr = MwĬwW̃ (4)

where Mw =
nnodeΩ+∑
i=1

BiT w; nnodeΩ+ stands for the number of nodes on the positive part of the ele-

ment; Ĭw = I − (Kel
Γ )−1K̃Γ; Kel

Γ is the (elastic) local crack-plane stiffness matrix (F ck = Kel
ΓW

el);

K̃Γ is the local crack-plane stiffness matrix (F ck = K̃ΓW̃ ); Bi =

[
∂Ñi/∂x 0 ∂Ñi/∂y

0 ∂Ñi/∂y ∂Ñi/∂x

]T
with Ñi being the i-th component of the interpolation vector Ñ ; and T w is a transformation matrix,
used to compute the (cartesian) additional displacement at each node for a given crack displacement

W̃ .

2
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Figure 1: Four-noded element with an embedded crack: (a) local axis convention; element undergoing
(b) crack opening and sliding, and (c) combined rotational and translational relative displacement.

It can be proved, based on variational principles, that there is a unique relation between the element
degrees of freedom u and the (local) crack displacement vector W̃ :

W̃ = B−1
Γ AΓu = CΓu (5)

where BΓ =
( ∫

Ω
MT

wD̄secMwtdΩ
)
Ĭw + K̃Γ; and AΓ =

∫
Ω
ĬwM

T
wD̄secBtdΩ with t being the out-

of-plane thickness. A pseudo-code for force recovery over an element is shown in algortihm 1.The
combined Micromechanics-ESD stiffness matrix Ke

comb, for one element, may be expressed as:

Ke
comb =

∫
Ω

(
B −MwĬwCΓ

)T
D̄sec

(
B −MwĬwCΓ

)
tdΩ +CT

Γ ĬwK̃ΓCΓ (6)

Numerical examples and discussion
A displacement-driven BVP has been performed, which involves an element of dimensions 100x100
(length in mm). The element has been stretched horizontally uxx = 0.06 mm, and squashed vertically
uyy = −υuxx. The elastic constants have been set as E = 31000 MPa and υ = 0.2; the tensile
strength ft = 1.8 MPa; the strain at first micromechanical damage ζ0 = ftmicro/E with ftmicro = 1
MPa; the effective end of the softening branches: um = 0.2 mm (in the stress-displacement space,
for macrocrack response) and ζm = um/(3dfa) (in the stress-strain space, for microcracks response),
with the fine aggregate size dfa = 2 mm dominating the width of the Fracture Process Zone (FPZ)
at microcracks; the stress ratios in strain equivalences rε = 6 and µε = 2.4. The macrocrack damage
evolution has been adjusted to follow a Smooth Unloading Reloading (SUR) response [1], using con-
stants ap = 0.6, ν = 0.75 and a FPZ width (3dca) correlated to the coarse aggregate size dca = 15
mm.

In figure 2, the response is predicted using solely the Micromechanics model; combined Micromechan-
ics (without micromechanical damage) and ESD; and the proper Micromechanics-ESD response. The
predicted response from the Micromechanics-ESD is shown to be more brittle than that of a solution
obtained using just the micromechanics model. This may be explained by localisation of deformation
at the macrocrack. Micromechanical damage, yields into a smaller gradient in the combined response
within the pre-peak branch, when compared to the case of a fully undamage continuum.
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Figure 2: Uniaxial extension response in the stress-displacement space.

Conclusions
A novel Micromechanics-ESD framework has been proposed, which couples micro and macro crack
components for modelling of cementitious materials. Preliminary numerical examples have shown, that
the framework enables localisation of deformation at the macrocrack level.
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Algorithm 1 Force recovery for the combined Micromechanics Strong-Discontinuity approach

1: procedure Start with u, {ζLp}igp for igp = 1...ngp, and {ζckp}
2: Set a trial local displacement vector, W̃ ← W̃ 0; and reset element force vector F

3: Update arrays along the crack temporarily: (i) {ζckp} and (ii) {wck}; compute K̃Γ, Ĭw
4: for igp = 1...ngp do . loop over Gauss points
5: Evaluate ε̆fr, εcont, D̄sec(εcont); update arrays temporarily: (i){ζLp}igp and (ii){wLp}igp
6: Accumulate terms for numerical integration of BΓ and AΓ

7: Compute CΓ; evaluate φw ← W̃ −CΓu and φ̄w ← φwnorm/φref
8: while φ̄w > Tol do . Newton-Raphson scheme

9: Evaluate the tangent ∂φw/∂W̃ , based on temporary arrays, using central differences

10: Compute ∆W̃ ←
(
∂φw/∂W̃

)−1
φw; update W̃ ← W̃ + ∆W̃

11: Update temporarily against last converged arrays: {ζckp} and {wck}; compute K̃Γ, Ĭw
12: for igp = 1...ngp do . loop over Gauss points
13: Evaluate ε̆fr, εcont, D̄sec(εcont); update temporarily: {ζLp}igp and {wLp}igp
14: Accumulate terms for numerical integration of BΓ and AΓ

15: Compute CΓ; evaluate φw ← W̃ −CΓu and φ̄w ← φwnorm/φref
16: Set temporary arrays as converged;
17: for igp = 1...ngp do . loop over Gauss points
18: Evaluate ε̆fr, εcont, D̄sec(εcont); and σ ← D̄secεcont
19: Accumulate element force vector components F ← F +BTσtdet(J)wintigp
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Summary

In this work, an efficient hybrid approach is proposed that combines the surrogate model technique (i.e. sparse polynomial chaos

expansion, sparse PCE) with the maximum entropy method (MEM) for accurate failure probability evaluation of a structural

system. In the proposed method, the statistical moments of the performance are furnished by sparse PCE, whereas the probability

density function (PDF) is constructed using MEM under moment constraints. With the availability of the analytical expression of

PDF, the failure probability of the structural system is obtained by a simple integral over the failure domain. The applicability of

the proposed approach is investigated using a numerical example and its performance is compared with MCS. It is found that the

proposed method can keep the trade-off between efficiency and accuracy for structural reliability analysis.

Key Words: Structural reliability analysis; Sparse polynomial chaos expansion; Maximum entropy method; Statis-
tical moments; Probability density function

1. Introduction
Structural reliability analysis aims at evaluating the failure probability Pf of a structural system with respect to some
specific performance criterion in the presence of uncertainty. The uncertain parameters involved in the structural system
such as material properties, environmental factors and structural dimensions are usually modelled as a random vector
X = {X1, X2, . . . , XN}Twith prescribed joint probability density function (PDF) fX (x). The state of the structural
system is mathematically represented using a performance function (a.k.a. limit state function) g (X) over the support
of X, which is defined such that g (X) ≤ 0 the failure domain and g (X) > 0 the safe domain. The boundary between
the safe domain and failure domain is the limit state surface defined by g (X) = 0. Thus, the fundamental problem in
structural reliability analysis can be formulated in terms of a multidimensional integral as [1]:

Pf = Prob[g((X)) ≤ 0] =

∫
{x:g(x)≤0}

fX(x)dX (1)

Despite the simplicity of the formulation in Eq.(1), the exact solution by integration is intractable if not impossible in
reality due to the high dimensionality and implicit nature of the performance function, not even to mention that the
joint PDF is sometimes unknown. Difficulty in calculating the failure probability by direct integration has led to the
development of various approximation methods, among which the first-order reliability method (FORM) [2] and second-
order reliability method (SORM) [3] are regarded as the most popular approaches to conduct reliability analysis. These
approaches are generally sufficient for cases with moderate nonlinearity and small number of random variables. However,
application of these methods may yield large errors for high dimensional/ nonlinearity problems. The simulation-based
method known as the crude Monte Carlo simulation (MCS) is considered to be the most robust and accurate approach for
reliability analysis. However, the computational demand could be prohibitively high for problems involved with complex
Finite Element model (FEM), especially when the rare failure events if of concern. Therefore, this approach is merely
applied to provide reference results for other approximation methods. Although some remarkable improvements on the
efficiency of MCS have been made with the advent of more advanced simulation techniques such as importance sampling
methods [4] and subset simulation [5], large computational effort may still be required for practical applications. In this
regard, more efficient approaches in the category of surrogate model [6,7] and moment-based methods [8] have attract
increasingly more attention in the structural reliability community.

The purpose of this study is to present a new efficient and accurate method for reliability analysis. Hence, a hybrid
approach is proposed that combines the efficient sparse Polynomial Chaos Expansion (PCE) with the MEM for accurate
PDF approximation and failure probability evaluation of a structural system. In the proposed method, the statistical
moments of the random response are provided by sparse PCE with enhanced efficiency, whereas the PDF is constructed
using MEM under moment constraints. With the availability of the analytical expression for PDF, the failure probability
of the structural system is directly acquired by numerically integrating the PDF over the failure domain.

1
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2. Sparse polynomial chaos expansion
PCE is an efficient surrogate model used to replace the originally true but computationally intensive model, based on
which the origin model is represented using a series expansion consists of orthonormal polynomials:

Y = g(X) ≈
∑

α∈NN

ηαψα(X) (2)

where ηα’s are the unknown deterministic coefficients (also referred as coordinates in the space spanned by the polynomial
basis) and the α ∈ NN is a multi-index vector that indicates the components of the multivariate polynomials ψα (X).
For computational purpose, the expansion in Eq.(2) is usually truncated such that only those polynomials with total

degree up to p are retained, i.e. 0 ≤ |α| =
∑N
i=1 αi ≤ p [9]:

Y =M(X) ≈MPC(X) =
∑

0≤|α|≤p

ηαψα(X) (3)

the above formulation leads to the so-called full PCE model, and the number of terms involved is given by P =(
N + p
p

)
= (N+p)!

N !p! . In this study, the sparse PCE proposed in [9] is utilized to further improve the computational

efficiency, in which the truncation shceme is formulated as:

AN,p,q =

α ∈ AN,p : ‖α‖q =
(

N∑
i=1

αqi

)1/q

≤ p

 (4)

where 0 < q < 1 and AN,p =
{
α ∈ NN , 0 ≤ |α| ≤ p

}
(corresponds to the standard truncation scheme defined in

Eq.(3) when q = 1).

3. Post-processing of sparse PCE
Once the optimal sparse surrogate model is ready, numerous simulation of the sparse PCE can be conducted to get the
statistical estimation (e.g. statistical moments) of the model response at a negligible computational cost. Hence, the
statistical moments that will be used as constraints in MEM can be calculated using the following equation:

mk
Y ≈ mk

Y.PC =
1

M

M∑
i=1

Mk
PC (Xi) (5)

where mk
Y and mk

Y,PC are the kth raw moment of model response and its PC approximation, respectively; and M is the
number of simulating samples which is set to be a large enough number in this study.

4. Maximum entropy method
Consider a random variable Y with PDF fY (y), the differential entropy of fY (y) is defined as:

H [fY (y)] = −
∫
fY (y) ln [fY (y)] dy (6)

According to the principle of maximum entropy, the probability density that best describes the current state of knowledge
is the one having largest entropy. Therefore, the derivation of fY (y) is formulated as an optimization problem [10]:

Maximize H [fY (y)] = −
∫
fY (y) ln [fY (y)] dy (7)

Subject to mκi
=

∫
yκifY (y) dy, κi ∈ R, i = 1, 2, · · · , I (8)

solving the above equation leads to a closed form solution of the maximum entropy PDF:

fY (y) = exp

[
−λ0 −

I∑
i=1

λiy
κi

]
(9)

5. Basic steps of sparse PCE-based maximum entropy method
Mainly three steps are involved in the proposed method:

2
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Step 1 consists in constructing the sparse PCE as a surrogate to replace the originally complex and/or time-consuming
physical model of interest. In this step the Sobol sequences are used in the experimental design in view of its superior
uniformity and better convergence property.

Step 2 consists in using the theory of maximum entropy method to recover the PDF of model response fY (y). The
moment constraints of the optimization problem are obtained through large number of runs of sparse PCE constructed
in Step 1 using Eq.(5).

Step 3 consists in calculating the failure probability by integrating the PDF obtained in Step 2 over the failure domain:

Pf =

∫ 0

−∞
fY(y)dy (10)

6. Numerical example
In this example, a composite beam with an enhanced aluminium plate layer fastened to its bottom surface is considered.
This composite structure have 20 independent random variables, including the cross-section parameters of beam (A and
B) and the corresponding Young’s modulus Ew; the cross-section parameters of aluminium plate layer (C and D) and
the corresponding Young’s modulus Ea; six external forces, namely P1,P2,P3,P4,P5 and P6, are placed at six different
locations with a distance of L1,L2,L3,L4,L5 and L6 from the left end of the structure; and the allowable stress is
S. Please refer to [11] for the statistical information of the random variables, which is not given here for the sake of
simplicity. The maximum stress of this composite beam can be derived explicitly in terms of these parameters and is
given by:

σmax =

[∑6
i=1 Pi(L−Li)

L L3 − P1 (L3 − L1)− P2 (L3 − L2)
] [

0.5AB2+ Ea
Ew

CD(B+0.5D)

AB+ Ea
Ew

CD

]
1
12AB

3 +AB

{[
0.5AB2+ Ea

Ew
CD(B+0.5D)

AB+ Ea
Ew

CD

]
− 0.5B

}2

+ 1
12

Ea

Ew
CD3 + Ea

Ew
CD

{
B + 0.5D −

[
0.5AB2+ Ea

Ew
CD(B+0.5D)

AB+ Ea
Ew

CD

]}2

(11)
To ensure the safety of the composite beam, the allowable stress S should larger than the maximum stress σmax.
Therefore, the performance function of interest for this composite structure is expressed as:

Y =M(X) = S − σmax (12)

The surrogate model of the performance function for the composite beam is constructed using 250 sampling pairs
generated from Sobol sequence, and the optimal sparse PCE is of degree 3 with LOO error εLOO = 4.571e − 6.
Following the procedure described in previous section, the first 14 raw moments of the performance function can easily
be calculated using Eq.(5), which are utilized as the moment constraints in maximum entropy method. The derived
PDF of the performance function and its corresponding CDF in logarithmic scale are depicted in Figure 1. It is observed
that the PDF of the performance function derived by the proposed method perfectly matches the histogram evaluated
using MCS. Moreover, the CDF in logarithmic scale obtained by the proposed method is in close agreement with that
of MCS, which further confirms that the proposed method is well-suited for the approximation of the distribution and
offers high accuracy in the entire investigated range. It should be emphasized that instead of requiring large number of
functional calls to get the distribution function of the investigated performance function, the proposed approach only
needs a rather small sample size to recover the entire distribution with sufficient accuracy, which is highly efficient.

With the availability of the PDF of performance function, the probability of failure can be readily obtained through
numerical integration, or equivalently, directly evaluated from the CDF given in Figure 1(b). The probability of failure
and the corresponding reliability index obtained from the proposed method are 1.7441e − 3 and 2.9211, respectively,
both of which are quite close to those given by MCS, i.e. 1.7598e− 3 and 2.9183. Therefore, the proposed can achieve
high accuracy with far less functional calls compared with MCS, which is especially attractive for practical application.

7. Conclusions
A hybrid approach that combines sparse PCE with MEM for reliability analysis is presented in this study. In this approach,
the statistical moments of the performance function are calculated from sparse PCE with enhanced efficiency and the
MEM is used to recover the PDF of performance function. With the availability of PDF, the failure probability of the
structural system is directly obtained by simple one dimensional integral over the failure domain. According to the
result of numerical example, it is observed that the proposed method can keep the trade-off between the efficiency and
accuracy for structural reliability analysis, and has the capability to fully and accurately capture the uncertainty inherent
in the performance function with a relatively small number of functional calls, which is especially attractive when the
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Figure 1: Comparison of PDFs and CDFs of performance function for the composite beam obtained by the proposed
method and MCS (a) PDF of performance function (b) CDF of performance function

failure probabilities under different threshold are of concern. Therefore, for structural reliability analysis, the MEM is a
proper choice to recover the entire range of performance function’s PDF based on the higher-order statistical moments
evaluated by the proposed approach. The framework proposed herein can readily be extended to accommodate other
efficient surrogate model methods such as support vector machine, artificial neural network and Kriging, which is the
scope of the future research.
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Summary

We present an implementation of the finite-element method with hierarchical basis functions of arbitrary order

for simulating incompressible steady-state fluid flow governed by Navier-Stokes equations (NSE). To verify the

proposed formulation, we solved a problem of the fluid flow around a rigid sphere considering different velocity

magnitudes. For a low-Reynolds-number flow the result coincides with the analytical solution for the Stokes

flow, while for a higher Reynolds number a vortex is formed behind the sphere. The developed framework can

be used to study the fluid flow in contact interfaces between solids with rough surfaces (e.g. in fractures) and

compare the effect of the model describing the fluid flow (Reynolds, Stokes, or full NSE) on the transmissivity

of these interfaces. The development is undertaken in MoFEM [1].

Key Words: hierarchical basis functions; Navier-Stokes equations; flow past a sphere

Introduction
Navier-Stokes equations (NSE), governing the motion of a viscous fluid, are used in various applications:
from simulations of the flow in blood vessels to studies of the air flow around airplane wings and rotor
blades, scaling up to models of ocean and atmospheric currents. Even in the case of an incompressible
steady flow, NSE are non-linear due to the effect of the inertia, which is more pronounced in case of
a higher Reynolds number. In this study we discuss the implementation of a viscous fluid model in
the framework of the finite-element code MoFEM [1], which incorporates hierarchical basis functions
of arbitrary order. This approach permits us to locally increase the order of approximation, enforcing
conformity across finite element boundaries, without the need to change the implementation of an
element. Moreover, the requirement of different approximation orders for primal (velocity) and dual
(pressure) variables, necessary for a robust simulation of the flow, can be easily satisfied.

Problem statement
An incompressible isoviscous steady-state flow in a domain Ω is governed by the following equations:{

ρ (u · ∇)u− µ∇2u +∇p = f , (1a)

∇ · u = 0, (1b)

where (1a) are the Navier-Stokes equations, representing the balance of the momentum, and (1b) is
the continuity equation; u = [u1, u2, u3]ᵀ is the velocity field, p is the hydrostatic pressure field, ρ is
the fluid mass density, µ is fluid viscosity and f is the density of external forces. The boundary value
problem complements equations (1) by the Dirichlet and Neumann conditions on the boundary ∂Ω:{

u = uD on ΓD, (2a)

n · [−pI + µ (∇u +∇uᵀ)] = gN on ΓN , (2b)

where uD is the prescribed velocity on the part of the boundary ΓD ⊂ ∂Ω, and gN is the prescribed
traction vector on the remaining part of the boundary ΓN = ∂Ω \ ΓD, n is an outward normal.
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Figure 1: (a) Finite-element mesh used in simulations of fluid flow around a rigid sphere. (b) Sketch of
the problem set-up on a section z = 0 of the mesh; parameters r = 1 m and l = 7 m were considered.

Finite-element implementation
The weak statement of the problem (1)-(2) reads: Find a vector field u ∈ V and a scalar field p ∈ P ,
such that for any test functions v = [v1, v2, v3]ᵀ ∈ V and q ∈ P :∫

Ω

ρ (u · ∇)u · v dΩ +

∫
Ω

µ∇u :∇v dΩ−
∫
Ω

p∇ · v dΩ−
∫
Ω

q∇ · u dΩ =

∫
Ω

f · v dΩ +

∫
ΓN

gN · v dΓN , (3)

while the particular choices for the spaces V and P will be discussed below. Upon finite-element (FE)
discretization of the domain Ω, we consider interpolation of both unknown fields introducing shape
functions on each element:

ui =
nu∑
α=1

Nα u
α
i , p =

np∑
β=1

Φβ p
β; vi =

nu∑
α=1

Nα v
α
i , q =

np∑
β=1

Φβ q
β, (4)

where nu is the number of shape functions associated with the velocity field, and np is the similar
number for the pressure field. Using the hierarchical basis approximation, the vector of the shape
functions can be decomposed into four sub-vectors, consisting of shape functions associated with
element’s entities: vertices, edges, faces and the volume of the element, e.g. for the velocity field:

N el = [N1, . . . Nα, . . . Nnu ]ᵀ =
[
N ver,N edge,N face,N vol

]ᵀ
. (5)

MoFEM [1] incorporates hierarchical basis functions of arbitrary order for tetrahedral meshes, based on
Legendre [2], Lobatto [3] or Jacoby [4] polynomials, and approximations of H1, H-div, H-curl and L2

spaces can be considered. Furthermore, MoFEM provides functionality for iterating not only over all
elements in the FE mesh, but also over shape functions associated with all entities of each element.
Therefore, the resolution of a particular problem requires only the implementation of operators for
computing the residual vector and the tangent matrix of each element, independent of the choice of
the basis functions. Finally, the Newton method can be used for solving the non-linear problem.

Numerical results
In order to verify the proposed formulation, we solved the problem of the fluid flow around a rigid

2
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Figure 2: Results of simulations: the distribution of pressure (left) and velocity (right) on a section
z = 0 of the mesh; (a) U = 0.05m/s,R = 0.1, (b) U = 5m/s,R = 10 and (c) U = 50m/s,R = 100.

sphere (see Fig. 1) of a radius r positioned in the centre of a cubic domain, the side length 2l of
which is considered sufficiently large compared to r, so that a uniform far-field velocity on the exterior
boundaries is valid (note that the body forces are neglected). Exploiting the symmetry of the problem,
we used a quarter of the domain in our simulations. In Fig. 2 we present the numerical results obtained
for three different values of far-field velocity magnitude: U = 0.05, 5, 50m/s, which permits us to study
the flow at different Reynolds numbers:

R =
2r U ρ

µ
, (6)

where the diameter of the sphere 2r and the uniform far-field velocity magnitude U represent the length
and the velocity scales, respectively. For a Reynolds number R = 0.1 the solution is symmetric with
respect to the plane x = l, in accordance with the analytical solution of the Stokes equation, which
can be obtained neglecting the non-linear terms of NSE [5]. With R = 10 the symmetry is broken,
however, the flow remains laminar. For a higher Reynolds number R = 100, we observe formation of a
vortex behind the sphere. Note that in the presented example we considered Legendre polynomials [2]
of the third order for velocity and of the second order for pressure, while the space H1 was used for
both fields. Alternatively, the space L2 can be considered for the pressure field, however, in order to
fulfil the necessary conditions of the patch test [6], a polynomial of even lower order must be used for
approximating the pressure.
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Perspectives
The proposed framework can be used to study the fluid flow in contact interfaces between solids with
rough surfaces, which is relevant for numerous engineering and geophysical applications. The thin fluid
flow is often described by the Reynolds equation, defined on the lubrication surface:

∇ ·
[
h3

12µ
∇p
]

= 0, (7)

where h is the thickness of the fluid film, and the pressure p is assumed constant across the thickness,
while the velocity profile is parabolic [5]. However, it has been pointed out that the Reynolds equation
overestimates the fluid velocity (and, consequently, the fluid flux) in fractures, compared to the solution
of full NSE, if the roughness of the surfaces is taken into account [7]. At the same time, the resolution
of NSE becomes difficult if a fine discretization is used, necessary for a representative description of
rough surfaces. The problem is further complicated if the contact between these surfaces is considered,
resulting in a decrease of the film thickness under increasing external load. Nevertheless, the hierarchical
basis approximation provides a possibility to consider the interfacial flow governed by NSE in a single
layer of prism elements, using polynomials of an arbitrary order to interpolate the velocity profile
across the thickness. Moreover, utilization of the hierarchical basis functions facilitates the use of more
effective solvers (e.g. the multi-grid method), crucial for problems involving large number of unknowns,
in particular, for simulations of fluid flow in rough contact interfaces.

Conclusions
In this study we showed how the model of a viscous fluid, governed by the Navier-Stokes equations, can
be implemented in the finite-element framework using hierarchical basis approximation. To verify the
proposed formulation, we solved a problem of the fluid flow around a rigid sphere. For a low-Reynolds-
number flow, the solution coincides with the analytical solution for the Stokes flow, which neglects the
non-linear terms, while under a higher Reynolds number a vortex is formed behind the sphere. Finally,
we discussed a perspective application of the developed framework for studying the fluid flow described
by Navier-Stokes equations in contact interfaces between solids with rough surfaces.
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Summary

The problem of finding a minimal surface spanning a rigid boundary is known as the Plateau problem. The
generalization of the Plateau problem is known as the Euler Plateau [1] problem where the boundary is allowed
to be flexible, however, it remains inextensible. In order to realize such minimal surfaces, consider a closed
inextensible fishing line of fixed length, which is taken out after being immersed in soapy water. Depending
upon the surface tension of the water, the bending rigidity and the length of the boundary, various shapes
of the soap film are observed. For given values of surface tension and bending rigidity, fairly short length of
the boundary results in the soap film tending to remain a circular disk. Owing to the fact that boundary is
flexible, on increasing length of the boundary up to a critical value, the in plane bifurcation is noticed where
circular disk becomes a stable non circular elliptic shape. On further increasing length beyond a critical value,
it gives rise to the out of plane bifurcation where we get a twisted out of plane soap film. As we continuously
increase length of the boundary, soap film keeps twisting and finally comes to first self contact in plane.

Nondimensionalization of the total energy brings about a dimensionless bifurcation parameter ν as in [2],
responsible for various shapes of the soap film. In [1] and [2], it is analytically shown that for ν < 3 the only
stable equilibrium solution is a circular disk and the first non circular stable equilibrium solution is reported
at ν = 3. In this work, a discrete version of the energy is used to predict critical values of the bifurcation
parameter at which transition from planar to a non planar shape takes place and the non planar shape becomes
planar again after 180 degree twist, respectively. The two critical values of the bifurcation parameter ν are
not known analytically.

Key Words: Soap Film; Bifurcation; Minimization; Minimal Surface; Inextensibility.

Model
In this section, the mathematical model [2] which describes the evolution of the soap films with flexible
inextensible boundary is discussed. The simplest model where equilibrium shapes of the soap film are formed
solely based on the surface tension of the soap film and curvature of the bounding loop is considered. In fact,
surface tension pulls the boundary inward and minimizes the area, whereas the closed curve prefers to remain
circular in order to minimize the bending energy. This competition of the forces gives rise to fascinating shapes
depending upon the surface tension of the soap film, bending rigidity of the bounding loop and length of the
bounding loop. The total energy of the system is sum of the surface energy and bending energy and it is given
by

E =

∫
Ω
σdA+

1

2
a

∫
∂Ω
κ2(s)ds, (1)

subject to the constraint that boundary curve ∂Ω of the surface Ω is inextensible. In (1), a > 0 is the bending
rigidity of the loop ∂Ω , σ is the surface tension, κ is the curvature of the boundary and s is the arc length
of the boundary curve ∂Ω.

To facilitate future analysis, we nondimensionalize (1) by considering a circular disk of length L = 2πR with
radius R and introducing dimensionless quantities

s̃ =
s

R
, Ã =

A

R2
and κ̃ = Rκ. (2)
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Using (2) in (1), we arrive at the dimensionless energy Ẽ

Ẽ =
ER

a
=
σR3

a

∫
dÃ+

1

2

∫
κ̃2ds̃, (3)

where ν = R3σ
a is the dimensionless parameter as in [2]. For the sake of clarity from now onwards the ∼

symbol will not be used and the following energy will used by assuming that all quantities are dimensionless.

E = ν

∫
dA+

1

2

∫
κ2(s)ds. (4)

The shapes and stability of the equilibrium solutions of (4) depend on the values of the parameter ν. Our aim
is to discretize (4) and use some numerical approach to predict the critical value of the bifurcation parameter
ν as accurately as possible.

Discrete Setting
Discrete differential geometry provides very powerful tools to transform a continuous model into discrete coun-
terpart, suitable for numerical computations. This approach has been successfully applied to many physical
problems of interest such as [3], [4], [5], etc. In this section, all components of the continuous model (4)
namely: the surface energy, the bending energy and the inextensibilty constraint will be discretized using
differential geometry.

We divide the boundary curve ∂Ω of the surface Ω into n+1 discrete points starting from r0, r1, .....rn−1, rn.
Since ∂Ω is closed we have r0 = rn and rn+1 = r1. Each edge is defined by ei = ri+1 − ri for i = 0, ...n.
In order to define curvature at each ri we define the unit tangent vector corresponding to each ri as ti =

ei
|ei| .

The discrete pointwise scaler curvature κi at ri is defined as [6] the magnitude of the rate of change of the
adjacent tangent vectors ti−1 and ti.

κi =
|ti − ti−1|

li
. (5)

Where li = |ei−1|+|ei|
2 . Discrete bending energy is defined as the integrated squared curvature along the arc

length which is given by

Eb =
1

2

∑
κ2
i li. (6)

As for the inextensibility constraint, a penalty method approach proved to be the most suitable for this problem
in comparison with Lagrange multiplier or projection method. It is very important for this problem that for
each energy minimization step constraint is fully satisfied. We carefully choose a tuned penalty constant based
on our numerical tests which gives the convergence and enforces the inextensibility constraint.

If di is some reference length for each edge length |ei| the constraint for each edge is given by

ei · ei − d2
i = 0, (7)

and the corresponding penalty function is given by

Ep =
∑

(ei · ei − d2
i )

2. (8)

Our surface representation is a triangulated surface. If each triangle has area Ai the total surface energy EA
is defined as
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EA = ν
∑

Ai. (9)

Numerical computations have uncovered a problem associated with Hessian of the surface area when an exact
area formula is used. Using exact area formula for this problem gives a singular Hessian because the tangential
movement of the interior vertices does not change the energy during minimization. The singularity of Hessian
does not allow to minimize the energy by any numerical method which uses second variation of the energy
functional such as Newton’s Method. In order to deal with this problem we triangulate the initial configuration
with approximately equilateral triangles and use a modified formula for the area of triangle.

Suppose ai, bi, ci are three sides of triangle with area Ai, then

Ai =

(
a2
i + b2i + c2

i

4
√

3

)
ARi, (10)

where ARi is the aspect ratio of the triangle. When ai ≈ bi ≈ ci, for approximately equilateral triangles we
have ARi ≈ 1 and the area formula (10) becomes

Ai ≈
a2
i + b2i + c2

i

4
√

3
. (11)

The formula (11) provides a non singular Hessian and gives accurate results for equilateral triangles. In addition
to begin with a very good mesh produced by Gmsh [8], an edge flipping strategy [7] has also been employed
in each minimization step to ascertain that triangulation is approximately an equilateral triangulation.

(a) ν = 4.3790 (b) ν = 4.4150 (c) ν = 4.4740

(d) ν = 4.5530 (e) ν = 4.6540 (f) ν = 4.6780

(g) ν = 4.7690 (h) ν = 4.8850 (i) ν = 4.9230

Figure 1: Stable equilibrium solutions of soap film with flexible and inextensible boundary for
different values of the dimensionless parameter ν.

Conclusions
In order to predict two critical values of the bifurcation parameter ν, a combination of gradient and Newton’s
Methods has been used to minimize the discrete version of (4). It is found that first out of plane stable
equilibrium solution is found at ν = 4.3790, show in Fig 1a. As we progressively increase the values of ν,
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surface keeps twisting as shown in Fig 1, and we reach the first self contact in plane at ν = 4.9230 as shown in
Figure 1i. These values are not known analytically. The accuracy of the critical values of ν could be improved
further with a better triangulation scheme which guarantees equilateral triangles at every step of minimization.

Due to the fascinating nature and flexible geometry of the minimial surface they have applications in ar-
chitectural design and biological systems. As discussed in [9], morphology of a cell is subjected to various
stiffnesses of the substrate. Cell constrained to more stiff substrates exhibits more flatter patterns than the
soft substrates. Moreover, reference [10] provides good survey of the minimal surface applications in geometric
modeling and material design.

References

1 L. Giomi and L. Mahadevan. Minimal surfaces bounded by elastic lines. Proc. R. Soc. Lond. Ser. A,
Math. Phys. Eng. Sci, 468, 1851-1864, 2012.

2 Fried Y. C. Chen and E. Fried. Stability and bifurcation of a soap film spanning and elastic loop. Journal
of Elasticity, 115(1), 75-100, 2013.

3 Bergou, M., Wardetzky, M., Robinson, S., Audoly, B. and Grinspun, E. Discrete Elastic Rods. ACM
Trans. Graph, 63, 1-12, 2008.

4 Rony Goldenthal, David Harmon, Raanan Fattal, Michel Bercovier and Eitan Grinspun. Efficient Sim-
ulation of the Inextensible Cloth,” In ACM TOG, 49.

5 Tim Hoffmann. Discrete Differential Geometry of Curves and Surfaces. 2008.

6 R. J. Renka. Constructing fair curves and surfaces with a Sobolev gradient method. Computer Aided
Geometric Design 21, 137-149, 2004.

7 Øyvind Hjelle , Morten Daehlen. Triangulations and Applications Springer, 2006.

8 C. Geuzaine and J. F. Remacle. Gmsh: a three-dimensional finite element mesh generator with built-in
pre- and post-processing facilities , International Journal for Numerical Methods in Engineering. 79,
1309-1331, 2009.

9 T. Yeung, P. C. Georges, L. A. Flanagan, B. Marg, M. Ortiz, M. Funaki, N. Zahir, W. Ming, V. Weaver,
and P. A. Janmey. Effects of substrate stiffness on cell morphology, cytoskeletal structure, and adhesion.
Cell Motil. Cytoskel., 60, 24-34, 2005.

10 Pottmann, H., Brell-Cokcan, S., Wallner, J. Discrete surfaces for architectural design. In: Curve and
Surface Design: Avignon, 213-234. Nashboro Press (2006).

4



2019 UKACM Conference City, University of London

An unsymmetric solid-shell element for geometric nonlinear
analysis

*Zhi Li1,3, Song Cen1,2, Chen-Feng Li3 and Yan Shang4

1Department of Engineering Mechanics, School of Aerospace Engineering, Tsinghua University, Beijing
100084, China

2Key Laboratory of Applied Mechanics, School of Aerospace Engineering, Tsinghua University, Beijing
100084, China

3Zienkiewicz Centre for Computational Engineering, Swansea University, Swansea SA1 8EN, UK
4State Key Laboratory of Mechanics andControl of Mechanical Structures, College of Aerospace Engineering,

Nanjing University of Aeronautics and Astronautics, Nanjing 210016, China

*zli15@mails.tsinghua.edu.cn

Summary

A recent distortion-resistant unsymmetric 8-node hexahedral solid-shell element US-ATFHS8 is successfully

extended to geometric nonlinear analysis. Owing to combing unsymmetric finite element method and analytical

trial function method, the original linear elastic element can present highly accurate predictions for many shell

problems. The extension is based on the co-rotational (CR) approach due to its simplicity and high efficiency,

especially for geometric nonlinear analysis where the strain is still small. Since the analytical trial functions

are employed to construct the element, the key of the whole work is that the co-rotational formulations

of solid-shell element US-ATFHS8 are derived based on the update Lagrangian (UL) framework, and an

appropriate updated algorithm for analytical trial functions is designed. Numerical examples show that the

present nonlinear element US-ATFHS8 also possesses high performance for various rigorous tests, no matter

whether regular or distorted mesh is used.

Key Words: finite element methods; unsymmetric solid-shell elements; geometric nonlinear anal-
ysis; co-rotatioanl approach; mesh distortion

Introduction
To date, the finite element method (FEM) is still considered as an efficient tool to simulate the
complicated behaviors of shell, one kind of important and complex structures in engineering. More
and more researchers and users prefer to use solid-shell elements in practical simulations, because such
models have no rotational degrees of freedom and can be easily applied with general 3D constitutive
laws. A recent locking-free unsymmetric solid-shell element US-ATFHS8 with high distortion tolerance
is constructed by using the unsymmetric finite element method based on the analytical trial function
method [1]. Since mesh distortions are more common in large strain, large displacement, or large
rotation problems, a distortion-resistant finite element model is more expectative in nonlinear analysis.
In present work, the co-rotational formulations of element US-ATFHS8 are constructed based on the
updated Lagrangian framework for geometric nonlinear analysis.

Co-rotational Approach Based on Updated Lagrangian Framework
To find the co-rotational frame is one of main procedures in the co-rotational formulation based on the
given deformable configuration. In this paper, the strategy to construct the best-fit co-rotational frames
for 3D continuum finite elements proposed by Mostafa et al. [2], which is accomplished by minimizing
deformations within the frame using a quaternion parametrization of rotations, is adopted.To clarify the
element kinematics in the co-rotational formulation, a 2D element is shown in Figure 1. Based on the
updated Lagrangian framework, the configuration at time t is considered as a reference configuration

1
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instead of initial configuration in reference [2]. The displacement of a node I within the co-rotational
frame is

_
uI = t+∆t

_

R
T (

t+∆txI − t+∆txO

)
− t

_

R
T (

txI − txO

)
, (1)

where t+∆txO and txO are the origin coordinates of the co-rotational frame at time t + ∆t and t,

respectively. The essence of this strategy is to construct a co-rotational frame (t+∆t_xO,
t+∆t

_

R ) by

minimize
∥∥_
u
∥∥2

.

Figure 1: The element kinematics in the co-
rotational formulation based on updated La-
grangian framework.

Figure 2: Local co-rotational coordinates, 3D
oblique coordinates and natural coordinates in a
solid-shell element.

The Construction of Element US-ATFHS8 for Geometric Nonlinear Analysis
An 8-node, 24-DOF hexahedral solid-shell is shown in Figure 3. (

_
x,

_
y,

_
z), (R, S, T ), (ξ, η, ζ ) are

the local co-rotational coordinates, 3D oblique coordinates and natural coordinates respectively. For the
unsymmetric element US-ATFHS8 [1], two different sets of interpolation functions for displacement
fields are simultaneously used. Here, in the local co-rotational frame, the first set (test functions)

is for the virtual displacement vector δ
_
u imposed on configuration t+∆t

_

V , which is constructed in
natural coordinates by introducing proper shell assumptions and assumed natural strain modifications
for transverse strains. The second set (trial functions) is for real incremental displacement vector
_
u, which is constructed in composite coordinates (local co-rotational coordinates and 3D oblique
coordinates) with analytical trial functions:

_
u =


_
ux
_
uy
_
uz

 = Pα

=

1 0 0 t_x 0 0 t_y 0 0 t_z 0 0 tU13 · · · tU21
tRtStT 0 0

0 1 0 0 t_x 0 0 t_y 0 0 t_z 0 tV13 · · · tV21 0 tRtStT 0

0 0 1 0 0 t_x 0 0 t_y 0 0 t_z tW13 · · · tW21 0 0 tRtStT



α1
...
α24


, (2)

in which the first twelve terms in this interpolation are related to 3 translational rigid motions and
9 linear displacement fields, and the 13th-21st terms are the displacement solutions related to the

13th-21st stress solutions [1]. It should be noted that they depend on the configuration t
_

V in present
formulation. Then, the linear incremental strain tensor can be rewritten as Voigt notation:{

t
_
e
}

= t
tB̂∆

_
q
e

. (3)
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The element stiffness matrix and the internal nodal force vector of solid-shell element US-ATFHS8 in
the local co-rotational frame are given as follow:

t
t

_

K
e

=

∫
t
_
V e

t
tB̃

T

[
t

_

C

]
t
tB̂dV =

∫ 1

−1

∫ 1

−1

∫ 1

−1

t
tB̃

T

[
t

_

C

]
t
tB̂

∣∣∣∣t_J∣∣∣∣ dξdηdζ, (4)

t
t

_

F
e

int =

∫
t
_
V e

t
tB̃

T
{

t_σ
}

dtV. (5)

Since the linear deformation is assumed in the local co-rotational frame, the update of stress tensor is
easy to handle:

t+∆t_σ = t_σ + ∆
_
σ. (6)

Finally, the element stiffness matrix and the internal nodal force vector in the global frame can be
calculated using Equations (41),(43) and (44) in reference [2].

Numerical Examples
Two numerical examples are presented in this section to assess the performance of the proposed
formulation of solid-shell element US-ATFHS8 for geometric nonlinear analysis. As shown in Figure 3,
a twisted beam is under out-of-plane end resultant force.Two mesh cases, 2× 20 regular and distorted
meshes, are considered. The results obtained by present element US-ATFHS8 and other solid-shell
elements are given in Figure 4. It can be seen that US-ATFHS8 can agree very well with the reference
results by using both coarse meshes (2× 20 regular and distorted meshes), which are even better than
the results obtained by using a finer mesh (4× 24 regular mesh) in reference [3]. However, both SC8R
and CSS8 elements in Abaqus cannot provide good results using the same regular coarse mesh. It
can be found that CSS8 is very sensitive to the mesh distortion, worse results appear once mesh is
distorted. In addition, although SC8R is insensitive to the mesh distortion as well as US-ATFHS8, it
cannot provide good results even using regular coarse mesh.

Figure 3: A twisted beam under out-of-plane end resultant
force.(a) 2× 20 regular mesh; (b) 2× 20 distorted mesh.

Figure 4: Load-displacement
curves for a twisted beam under
out-of-plane end resultant force

As shown in Figure 5, a segment of a cylindrical shell is hinged at the two edges and subjected to
a concentrated load. Owing to symmetry, only a quarter of the model is considered. As reported in
reference [4], the thickness is discretized with two elements when using solid-shell element to represent
the hinged support. Two coarse meshes (4 × 4 × 2 regular and distorted elements) is used in present
work. The load-displacement curves of US-ATFHS8 and other models [3, 4] are plotted in Figure 6 for
comparison. In general, US-ATFHS8 can agree well with the reference results using both regular and
distorted coarse mesh. The deviation appears when snap-through occurs at point A mainly because

3
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Figure 5: A hinged cylindrical shell un-
der concentrated load. (a) Geometry; (b)
Regular mesh; (c) Distorted mesh.

Figure 6: Load-displacement curves for
a hinged cylindrical shell under concen-
trated load

the mesh is quite coarse such that the geometry discretization errors apply. On the other hand, no
deviation appears when snap-through occurs at point B.

Conclusions
Based on the simple and efficient co-rotational approach, a recent distortion-tolerant unsymmetric
8-node hexahedral solid-shell element US-ATFHS8 [1] is successfully extended to geometric nonlinear
analysis.The co-rotational formulations of element US-ATFHS8 are derived base on the updated La-
grangain framework, so that the analytical trial functions employed in this element can be updated
during geometric nonlinear analysis. Numerical examples show that the present nonlinear element ex-
hibits high-performance no matter whether regular or distorted mesh is used. It again demonstrates the
advantages of the unsymmetric finite element method with analytical trial functions. How to general-
ize the unsymmetric element with linear analytical solutions to material nonlinear analysis is another
interesting topic, and will be discussed in the near future.
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Summary 

Although thermal efficiency of moderate temperature differential (MTD) Stirling engines is higher than 
low temperature (LTD) engines, the complexity of design of MTD engines has led to the lack of research 
in this field. In this work, a prototype of Ɣ-type moderate-temperature differential Stirling engine was 
manufactured, evaluated and structurally optimised. A mathematical evaluation was carried out based 
on a finite-dimension thermodynamics approach. The swept volume ratio was optimised based on the 
temperature difference of 450 𝐶.

0 . A computer program was thus written to simulate the Stirling engine 
performance under the assumed working conditions. Based on the mentioned temperature difference, 
the swept volume ratio of the engine was found to be 3. The engine dimensions were then adjusted to 
fulfil the computed swept volume ratio. The bore and stroke for power piston were chosen as 60 mm 
and 40 mm, respectively. For the displacer, they were selected as 90 mm and 60 mm, respectively 
based on the chosen swept volume ratio.  

Key Words: Stirling engine; Gamma-type; Swept volume ratio; finite-dimension 
thermodynamics 
 

1. Introduction 
 

The Stirling engine was invented by Robert Stirling approximately two centuries ago 

[1, 2]. The Stirling engine is a prominent candidate for power generation which uses 

both renewable and natural resources. According to the considered temperature 

difference, the Stirling engines can be categorized as the high-temperature differential 

(HTD), moderate temperature differential (MTD) and the low-temperature differential 

(LTD) designs. The high-temperature design represents the benchmark for solar 

energy to electricity conversion efficiency, typically around 30%. The thermal limit for 

the operation of high-temperature Stirling engines depends on the material used for 

its construction [3]. Engine efficiency ranges between 30% to 40%, resulting in a 

typical temperature range of 650-800 C0, and the normal operating speed range is 

from 2000 to 4000 rpm [1]. However, it comes at a cost that can be as high as 10,000 

$/kW compared to 3000 $/kW for the photovoltaic systems [3]. On the other hand, the 

low-temperature differential Stirling engines are not as successful as their high-

temperature difference counterparts. The thermal efficiency of the low-temperature 

differential Stirling engines also cannot achieve the efficiency of the high-temperature 

Stirling engines [4]. Besides the high and low-temperature Stirling engines, the 

moderate temperature differential engine avoids the expensive alloys and complex 

design required in the high-temperature design, hence brings down the cost. 

Nevertheless, the thermal efficiency of moderate temperature is higher than that of the 

low temperature.  

In this experimental study, a moderate temperature Stirling engine is modelled using 

the finite-dimension thermodynamics approach. According to the desired temperature 
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difference and using the mathematical model, the optimum swept volume ratio of the 

engine is estimated so as to maximise the objective functions (e.g. efficiency and 

work). Upon the obtained swept volume ratio, the prototype of the moderate 

temperature Stirling engine is developed and evaluated.  

2. Optimization scheme  
 

One of the first optimization goals concerning moderate temperature differential 

Stirling engines is to determine the optimum swept volume ratio (ξ). According to the 

guidelines provided in [5] and [6], the procedures of finite dimension thermodynamics 

were employed to calculate the efficiency of the engine η and dimensionless work W* 

in order to find optimum swept volume ratio. 

          (1)      
)],,()1/()),,(ln([(

)),,(ln(





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      (2) 

Where:  𝜏 =
𝑇ℎ

𝑇𝑐
 , σ: dead space volumes, m*: dimensionless mass. Th: cold outer space , Tc: cold inner space 

Table 1, Reference parameters  
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Where: γ: gas heat capacity ratio, υ: frequency 

For the given values of parameters in Table 1, the swept volume ratio was incremented 

so as to find the optimum value of ξ corresponding to maximum values of η and W**. 

This was done by a computer program to determine the optimized swept volume ratio 

(Fig.1). In this work, an effort was made to design a moderate temperature differential 

around 450 𝐶.
0  and the sink temperature was assumed to be the ambient temperature. 

  

Fig. 1. (right) Efficiency and (left) dimensionless secondary work versus compression ratio 

 Table 2 

 Mechanical 
configuration 

Displacer Power piston Phase 
angle 

Swept volume 
ratio 

Working 
gas 

Cooling 
system 

 

 Gamma Bore stroke 
(m) 

060090 ..   

Bore stroke 
(m) 

040060 ..   

90  
3 Air Air 

cooled 

)]21(1)[21)(21(1

))/1(1(
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
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      3. Engine construction 

          According to the results obtained in the previous section, a moderate 

temperature Stirling engine with Gamma configuration was developed. The main 

engine design parameters are shown in Table 2. The power cylinder was made of a 

cast iron pipe and the power piston was made of an aluminium bar. The power piston 

was tuned to match the power cylinder bores. The clearance between the power piston 

and power cylinder was 0.5 mm. The displacer was built from aluminium. The displacer 

cylinder was made of a steel pipe. The clearance space between the displacer and 

the cylinder liner was 10 mm. The rod of the displacer was made of stainless steel. 

The cooling fins were built from aluminium. The two middle pages were made of 

aluminium with dimensions 20 × 16 × 2 (cm) and were connected by 14 bolts and nuts. 

The flywheel was constructed from iron with 20 cm thickness and 2.3 kg weight. The 

prototype Stirling engine developed in this work is depicted in Fig. 2. 

 

Fig. 2. Photographs of gamma-type Stirling engine 

     4. Indicated power and testing 

The mean indicated power can be calculated approximately from equation 3: 

 

 

 where Wtotal is the total work done per cycle and nmean is the mean engine speed at 

mean hot source temperature of 450 𝐶.
0  and sink temperature of 30 𝐶.

0 . nmean was 
measured to be about 160 rpm. The developed Stirling engine was tested at 
thermodynamics Laboratory in order to evaluate the validity of the obtained swept 
volume ratio from the optimization study. Upon the presented optimization technique 
(Fig 1) the optimum swept volume ratio was found to be 3. Thus, the experimental 
investigation was organized with three swept volume ratios 2.5, 3 and 3.5 so as to see 
whether or not the swept volume ratio of 3 is optimal.  

                            

Fig. 3. (right) Brake power and (left) Engine torque versus engine speed 

60

meantotalnW
P 
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Fig. 3 demonstrates the variations of the engine torque and the brake power versus 

the engine speed for the three swept volume ratios. As can be observed, a higher 

engine torque and a higher brake power can be picked up at the lower engine speeds. 

Furthermore, around the engine speed of 120 rpm which is the considered speed in 

the optimization study (see Table 1), the swept volume ratio 3 showed some 

superiorities compared to other graphs through which the validity of the optimization 

scheme can be confirmed.  

The brake power in Fig. 3 was calculated using the following equation [7]: 

 

where n is the engine speed in rpm and T is the engine torque in Nm.  

 

     5. Conclusion  

In this study, an optimization scheme which had been previously applied to the low-
temperature differential Stirling engines based on the assumption of low-temperature 
difference [5] was used to optimize their moderate temperature counterparts. The 
optimized swept volume ratio was found to be 3 through the optimization study. A 
gamma-type moderate temperature differential Stirling engine with adjustable swept 
volume ratio was designed and constructed to evaluate the validity of the optimization 
method. The regenerator was omitted to determine the minimum possible output 
power and to simplify the engine structure. To validate the obtained optimum swept 
volume ratio, the engine was experimentally evaluated at different swept volume ratios 
including 2.5, 3 and 3.5. The results showed that the optimal swept volume ratio of the 
engine is 3 for the engine speed range of 100-160 rpm (in order to maximise the torque 
and brake power) and 3.5 when the engine speed is in the range of 160-200 rpm. 
 
     6. References   
 
1 G. Walker, Stirling engines, Oxford: Clarendon Press; 1980.  
2 G. Reader, T. and Hooper, C. (1983) Stirling Engines, E. & F. N.  
3 I. Tlili, Y. Timoumi, SB. Nasrallah, Analysis and design consideration of mean 
temperature differential Stirling engine for solar application, Renewable Energy.33 
(2008) 1911-1921. 
4 S. Ishiki et al. The experimental study of atmospheric Stirling engines using pin-fin 
arrays’ heat Exchangers, Power and Energy Systems. 2 (2008) 1198-1208. 
5 A. R. Tavakolpour, A. Zomorodian and A. A. Golneshan, Simulation, construction 
and testing of a two-cylinder solar Stirling engine powered by a flat-plate solar collector 
without regenerator, Renewable Energy. 33 (2008) 77–87. 
6 P. Rochelle LTD, Stirling engine simulation and optimization using finite dimension 
thermodynamic. In: Proceedings of the 12th international Stirling engine conference, 
Durham University, 2005. 
7 JL. Meriam, LG.Karige, Engineering mechanics dynamics, Wiley, 1997. 

60

2 Tn
PBrake


 (4) 



2019 UKACM Conference City, University of London

Instabilities in the deformation of magnetoelastic membranes

Prashant Saxena

Glasgow Computational Engineering Centre, School of Engineering
University of Glasgow, Rankine Building, Oakfield Avenue, Glasgow G12 8LT

Email: prashant.saxena@glasgow.ac.uk

Summary

We study the inflation of weakly magnetizable isotropic membranes in the presence of externally applied

magnetic field. The relevant governing equations, boundary conditions, and stability criteria are derived from

a variational formulation and computational solutions are obtained for three geometries – circular, cylindrical,

and toroidal membranes. It is observed that magnetic field can alter the onset of elastic limit point instability

and introduce new magnetic limit points. Multiple stable equilibrium configurations are predicted for a given

coupled load. We also observe induction of wrinkling in the membrane due to the magnetic field.

Key Words: magnetoelasticity; membrane; instability; limit point; wrinkling

1 Introduction

Magnetoelastic polymers are artificially fabricated composites that can change their mechanical at-
tributes (shape/ stiffness etc.) upon the application of an external magnetic field. Nonlinear mag-
netoelastic membranes have applications in inflatable systems for energy harvesting and vibration ab-
sorption. We aim to develop a computational formulation to study the deformation of magnetoelastic
membranes under coupled pressure and magnetic loading while focussing on development of instabilities
in the system under these extreme deformation conditions.

2 Mathematical formulation

2.1 Kinematics

Figure 1 shows three cases of incompressible isotropic nonlinear magnetoelastic membranes. The
membranes are inflated by a gas pressure as well as deformed by the externally applied magnetic field
as shown in the figure. The right Cauchy–Green deformation tensor C for each of the three cases of
deformed toroidal, cylindrical, and circular membranes can be written, respectively, as

ρ2+η2

R2
s

0 0

0 ρ2

[Rb+Rs cosθ]2
0

0 0 λ2
3

 ,
u
′2 + [1 + w′]2 0 0

0 [R0+u]2

R2
0

0

0 0 λ2
3

 ,
ρ′2 + η′2 0 0

0 ρ2

R2 0
0 0 λ2

3

 . (1)

We refer the reader to the papers [2, 3, 4] for detailed derivations of above expressions. Here λ3 is the
stretch ratio in the thickness direction of the membrane, ρ and η are the parameters defining the profile
for the toroidal and circular membrane upon deformation while u and w are the parameters defining
the profile of cylindrical membrane upon deformation as shown in figure 1.

1
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(a) (b) (c)

Figure 1: The three geometries studied in this work (a) Inflated toroidal membrane with magnetic
field applied by a current carrying loop [2]. (b) Inflated cylindrical membrane with magnetic field
applied by an infinite current carrying wire [3]. (c) Inflated circular membrane with magnetic field
applied by a fixed dipole [4].

2.2 Governing equations and computational procedure

Under the thinness approximation, the total potential energy functional (E) of the system under
consideration can be written as (see [1])

E = t0

∫
Ω

%ψ dA− t0µ0

∫
Ω

m · ha dA−
V0+∆V∫
V0

P dV, (2)

where %ψ(F,µ) is the free energy per unit volume, F is the deformation gradient, µ is the material
magnetization per unit mass, m = %µ is the magnetization per unit current volume, ha is the externally
applied magnetic field, P is the gas pressure used to inflate the membrane, Ω denotes the mid-surface
of the undeformed membrane, t0 is the initial thickness of the membrane, V0 is the enclosed initial
volume, and ∆V is the change in this enclosed volume. We use the following relations for a weakly
magnetized membrane (self-generated magnetic field is negligible)

∂ψ

∂µ
= µ0ha, %ψ = W +

µ0%
2

2χ
|µ|2, m = χha, (3)

to simplify the above energy functional and then take the first variation to arrive at the relevant
governing equations and boundary conditions for each of the three cases. Governing equations for the
toroidal and circular membrane problems can be rewritten as ODEs in matrix form as

AX′ = E, (4)

where X is an n× 1 column vector of the functions to be evaluated, A is an n× n and E is an n× 1
matrix both of which depend on the material parameters, loading conditions and the state variable X.
We solve the above set of boundary value problem by converting it into an initial value problem using
the shooting method and coupling it with an optimization routine.
Governing equations for the cylindrical membrane problem occur in the form of coupled ODEs that
are more amenable to be solved using a finite difference method coupled with a cubic extrapolation
arc-length technique.

2
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(a) (b)

Figure 2: Results for toroidal membrane taken from [2]. (a) Pressure vs stretch plot shows change
of limit point instability as magnetic loading M is increased. (b) Multiple stable and unstable
profiles of torus cross-section for a given magnetoelastic loading.

2.3 Stability of equilibrium

A necessary condition for the equilibrium state obtained in Section 2.2 is that it be a minimiser of the
functional in equation (2). Corresponding to the two matrices P and Q given below

P =
1

2

[
Fρ′ρ′ Fρ′η′
Fη′ρ′ Fη′η′

]
, Q =

1

2

[
F%% F%η
Fη% Fηη

]
− 1

2

d

dr

[
F%%′ F%η′
Fη%′ Fηη′

]
, (5)

the necessary condition for stability is that P is positive definite while a sufficient condition requires
that there is no conjugate point in the domain r ∈ (0, 1). Here F is the integrand of the functional in
equation (2) and for the circular membrane problem it is given as

F = W t0R
2
0r −

χ

2
µ0|ha|2t0R2

0r +
1

3
PR3

0

[
%2η′ − %%′η

]
. (6)

Stability of all the solutions obtained for equations from Section 2.2 is checked via the above criteria.
Expression for the total magnetoelastic (Cauchy) stress tensor is given by

σ = ρψ,FF
T + µ0

[
h⊗ h− 1

2
[h · h]i

]
+ µ0h⊗m− qi, (7)

where q is a Lagrange multiplier due to the constraint of incompressibility. Wrinkling instability is
said to occur in a membrane as soon as zero or negative stresses are encountered. We record and
demonstrate the location of wrinkles but are unable to update the solution due to lack of availability
of a tension field theory [5] of magnetoelasticity.

3 Results and conclusion

For the toroidal membrane, we observe from figure 2(a) that magnetic field changes the location of
limit point and additionally introduces an additional very early limit point. For very large magnetic
field of M = 4 × 10−3 the downward sloping curve indicates occurrence of magnetic limit point

3
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Figure 3: Profiles for circular membrane demonstrating regions of wrinkle development. Circles
convey double wrinkling while triangles convey wrinkles in a single direction [4].

instability. Multiple stable and unstable equilibria for a given magnetoelastic load are shown in figure
2(b). Solid curve shows stable, dotted curve shows unstable while dashed curve represents the case
where necessary condition is satisfied from section 2.3 but sufficient condition is violated. Wrinkling
instability is demonstrated for circular membrane in Figure 3. We observe transition from a taut
membrane (solid curve) to single wrinkles (triangles) to double wrinkles (circles) as one moves from
edge of the membrane towards the centre.

Our results clearly demonstrate that magnetic loading can influence the location of limit points as well
as induce additional limit point in the membrane. Occurrence of multiple stable and unstable equilibria
for a given loading condition is an interesting result and needs to be studied further. We also show
that compressive magnetoelastic stresses can induce wrinkles in both single and double directions in
the otherwise taut membrane. We have only presented representative results here and a much more
exhaustive analysis and discussion is given in references [2, 3, 4].
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Summary

This work focuses on 3D modelling of elastic two-body frictionless contact by means of the mortar method

for small strains extended for hierarchical shape functions. Surfaces of two bodies discretised by tetrahedral

elements are denoted as master and slave surfaces. When two triangular faces of tetrahedral elements are

candidates for contact, with one face belonging to the master and the other to the slave surface, they are

used to create a special prism element. These prisms are used as integration domains to solve the contact

problem. For a given prism configuration, triangular faces can either be in contact or form a gap denoting an

active or passive state, respectively. This state is determined by evaluation of the complementarity function

proposed in [1], that is modified in the present work to yield a smooth Newton algorithm. Finally, results for

sphere-to-sphere Hertz contact are compared to analytical solution for different orders of approximation.

Key Words: Mortar Contact, Smooth Active Set, Hierarchical Basis Functions

Introduction

Contact conditions are frequently observed in engineering applications. Even though contact has been
an important research topic in computational mechanics for a long time, its modelling is still a challenge.
Approaches that have been proposed are the so called node-to-node, node-to-segment and mortar
contact, with the latter being the most promising method so far proposed. The majority of mortar
contact related works involve usage of standard Lagrange shape functions or dual shape functions. In
the present work, a mortar contact formulation using the active set strategy is presented for hierarchical
shape functions for tetrahedral elements [2]. This paper is an extension of the work previously presented
in [3]. Regularisation of non smoothness arising from the active set strategy formulation is proposed
to avoid usage of semi-smooth Newton solver. This approach was chosen because it is well suited
for integration within an already existing Arbitrary Lagrangian Eulerian fracture framework [4]. This
future integration, will allow for investigation of influence of contact on crack propagation within nuclear
graphite bricks.

Problem definition

The problem under consideration is schematically presented in Figure 1 where two bodies are potentially
coming into contact. Current configuration of the two bodies is denoted by sets Ω(i), where i = 1, 2.
Furthermore, each body’s surface, ∂Ω(i), is divided into three sets, presented in Figure 1 with three
different hatchings. The three sets are distinguished according to conditions applied and therefore there
exist Dirichlet, Neumann and contact boundaries denoted by γ

(i)
u , γ

(i)
σ and γ

(i)
c , respectively. Following

assumptions presented in [1], the boundary sets are considered to be disjoined:

∂Ω(i) = γ(i)u ∪ γ(i)σ ∪ γ(i)c and γ(i)u ∩ γ(i)σ = γ(i)σ ∩ γ(i)c = γ(i)c ∩ γ(i)u = ∅ (1)

Moreover, the boundary value problem under consideration is described below

1
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Figure 1: Schematic representation of 3D contact problem.

divσ(i) = 0 in Ω(i), u(i) = ū(i) on γ(i)u and σ(i)n(i) = t̄
(i)

on γ(i)σ (2)

where, σ(i) is the Cauchy stress tensor, n(i) is unit vector normal to γu
(i) surfaces, t̄

(i)
is the vector of

prescribed tractions on γσ
(i) and u(i) and ū(i) are the unprescribed and prescribed displacement vectors,

respectively. Vectors u(i) and ū(i) are evaluated as

u(i) = x(i) −X(i) on Ω(i) ∩ γ(i)u and ū(i) = x̄(i) −X(i) on γ(i)u (3)

where x̄(i) is the vector of prescribed current spatial positions on γc
(i) and x(i) and X(i) are the vectors

of current and reference unprescribed spatial positions, respectively. Furthermore, gap between the two
bodies is evaluated as

g(x) = −n(x(1)) ·
[
x(1) − x(2)

]
where n(x(1)) = τ ξ(x(1))× τ η(x(1)) (4)

where g is the scalar gap function and τ ξ(x(1)) and τ η(x(1)) are two tangent vectors to surface γ
(1)
c

at x(1). In addition, since contact is frictionless, only normal component, pn, from contact tractions,
tc, over γ

(1)
c is taken into account and evaluated as

pn = tc · n(x(1)) (5)

The conditions that describe frictionless contact can be summerised by the Karun-Kuhn-Tucker (KKT)
conditions as

g(x) ≥ 0, pn ≤ 0, png(x) = 0 (6)

where the first inequality describes prohibition of penetration of the two bodies under consideration
and the second one expresses development of normal tractions over the contact area. Moreover, the
equality in (6) is a complementary argument that ensures gap closure when contact pressure is non-zero
and zero pressure during gap opening.
Since it is computationally demanding to explicitly solve KKT conditions the three relationships in (6)
can be captured by the alternative complementarity problem described by the complementarity function
C as

C(λ,x) = λ−max(0, λ− cng) =
1

2
(λ+ cng − |λ− cng|) , cn > 0 (7)

2
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that was first presented in [1] for active set strategy that is well suited for semi-smooth Newton method.
Here, λ is the so called Lagrange multiplier considered to be equal to pn and cn is a non-physical input
parameter. In the present work, C function is regularised in order to avoid the primal dual active set
strategy and usage of dual Lagrange multipliers. Regularisation is achieved by substituting the absolute
(non-smooth) function with a strongly non-linear smooth function

C̃(λ,x) =
1

2

(
λ+ cng −

1

r
|λ− cng|r

)
(8)

where C̃ is the regularised C function and r is non-physical regularisation parameter whose values could
be chosen between 1 to 1.1.

Contact element formulation

The central objective of the proposed formulation is for it to be integrated with mesh partitioning
schemes. Therefore, when two triangular faces of tetrahedral elements are candidates to be in contact,
with one face belonging to the master and the other to the slave surface, they are used to create a
special prism element. No integration is performed within the prism volume therefore contact prisms
can overlap and can be arbitrarily distorted. This approach resolves the problem where the master and
slave triangle lie between two different partitions. More details of the generation process of the prism
elements can be found in [3].
The present section focusses on the description of the contact element solely, while virtual work re-
lated to work on the elastic bodies is omitted. Virtual work related to contact development and for
complementarity function are presented below

rx =

∫
γ
(1)
c

λδg(x)dγ(1)c =

∫
γ
(1)
c

λ(−n · (δx(1) − δx(2)))dγ(1)c and rλ =

∫
γ
(1)
c

δλC̃dγ(1)c := 0 (9)

Furthermore, the linearised system of equations is
∂rx
∂x

(n) ∂rx
∂λ

(n)

∂rλ
∂x

(n) ∂rλ
∂λ

(n)


∆x(n+1)

∆λ(n+1)

 =

−rx
(n)

−rλ
(n)

 (10)

where n is the iteration number in the Newton algorithm within one step.

Results

Comparison of the model’s results with the analytical solution for the Hertz problem for two spheres
coming into contact is presented. The problem setup is schematically presented in Figure 2a) where
only an eighth of each sphere is considered. Input parameters are: radius of the two spheres R = 10 [m],
Young’s modulus E = 10 [Pa], Poisson ratio ν = 0, cn = 10 and r = 1. All planar surfaces of the two
bodies are fixed in their perpendicular direction except for one where uniform normal displacements are
applied incrementally (Figure 2a)). For each displacement increment, the total quarter surface force
is calculated via summation of reaction forces of the nodes prescribed with non-zero displacements.
Four analyses were run using the same mesh for increasing orders of approximation and having both
fields of Lagrange multipliers and spatial positions to be equal. The quarter surface forces versus the
uniform displacement increment curves resulting from the four analyses are compared in Figure 2b) to
analytical curve for the given input according to the equations presented in [5]. It can be observed that
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for orders higher than 1st results are very close to the analytical one and lie on top of each other.

Conclusions

A novel implementation of the mortar contact approach for hierarchical basis functions and regulari-
sation of the complementarity function was presented. The model results for sphere-to-sphere Hertz
problem matched well analytical solution for higher orders of approximation. The promising approach is
a good candidate for simulating more challenging problems with spatially heterogeneous basis functions
after further development.
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Figure 2: Sphere-to-sphere Hertz problem: (a) problem setup where only an eighth of each sphere is
considered (b) comparison of model result with analytical curve for total quarter surface forces versus
vertical displacements.
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Summary 
 

Greenhouses (GH) are used to shield the crops from excessive cold or heat. They are used for growing certain 

types of cultivations during the year round. The aim of this study is to design a greenhouse using solar-powered 

technology to produce a Zero-Liquid-Discharge (ZLD) by using Solar Stills and adding condensers to dehumidify 

the excess vapoured water. This allows to have small-scale plants to reduce the cost of water treatment while 

increasing its sustainability. Computational fluid dynamics was used to find the best locations for the dehumidifiers 

in the GH and design the necessary ventilation. This can help to plan ahead and evaluate the optimal amount of 

produced water for different sizes of greenhouse before they are constructed physically.  

 

Key Words: Greenhouse, ventilation, CFD  
 

Introduction 
 

In order to design a greenhouse system, it is necessary to analyse the amount of humidity and 

the optimal locations for the dehumidifiers. Although the technologies applied to greenhouses 

may vary based on the region and severity of the weather conditions, high temperatures are 

recorded within the greenhouses in hot climate areas such as the middle east and north African 

countries. Such greenhouses need to be ventilated [1] to keep the internal temperature of the 

greenhouse in a steady range, suitable for the plants’ growth [2]. The temperature inside the 

greenhouses is designed in the range of 14°C-35°C, while the humidity range can be in the 

range of 50-90% for different types of cultivation [3]. When the temperature is raised, the vents 

can help to decrease it in order to have a steady internal temperature within the greenhouse. 

In order to analyse the optimal locations for the ventilation, a conceptual greenhouse model 

was designed using the Computational Fluid Dynamics (CFD) software, ANSYS Fluent v19.2., 

and the range of humidity, temperature, and wind velocity within the greenhouses was 

analysed. The wind speed was assigned to be kept as 0.1–0.3 m/s as another requirement for 

the plant growth [4].  

 

Materials and methods 

 

The general materials used in the greenhouse CFD model were glass and soil. The relevant 

properties of these materials are summarised in Table 1.  

Table 1: Properties of glass and soil used in the model 

Property Glass Soil 
Density/ kg m-3 2400 1500 

Specific heat capacity/ J kg-1 K-1 753 800 
Thermal conductivity/ W m-1 K-1 1 0.5 
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This model was designed based on a single-span, with the ridge of the greenhouse running 

parallel to the length of the greenhouse. The greenhouse also had roof and side vents the 

dimensions of which are summarised in Table 2. 

 

Table 2: greenhouse dimensions used in the model 

Dimension Value 
Length/ m 8.25 
Width/ m 6.4 

Eaves height/ m 2.15 
Ridge height/ m 3.75 

Side vent size/ m 0.5 
Roof vent size/ m 0.5 

 

In the model, the radiation heat flux in the soil was determined based on the information from 

the literature. The effective heat flux from the soil to the air in the greenhouse was determined 

based on a location close to the equator where the ground would have a strong heat flux. The 

calculation started with the theoretical solar irradiance on Earth, and then accounted for the 

effect of the absorption in the atmosphere and the zenith effect (the extra distance the radiation 

travels through the atmosphere as a result of the location not being on the equator). The albedo 

effect was also accounted for. A set of assumptions were made for these calculations as: 

 The solar radiation was not affected by the solar constant – the actual solar radiation varies 

with time. 

 The sun was assumed to be a perfect black body. 

 The sun-earth distance was assumed to be constant. 

 The greenhouse was assumed to be at sea level. 

 The sky was assumed  to have no turbidity. 

Based on the above assumptions, a heat flux of 500 W.m-2 was applied in the CFD model, as 

a boundary condition for the floor of the greenhouse in all simulations. This is similar to values 

used in other literature [5]. The 2D ventilation model was used to analyse many effects of 

different boundary conditions on the velocity and temperature of the air in the greenhouse. The 

model studied the effect of ventilation perpendicular to the axis of the greenhouse ridge. The 

model was first set up by defining the equations to be solved, and the boundary conditions of 

the greenhouse. The initial model was set to a steady-state pressure solver model. The energy 

equation and a standard k-ε model were used with standard wall treatments. The material 

properties shown in Table 1 were used in the model. To simulate the effect of the natural 

convection due to the difference in air temperatures, the Boussinesq approximation was used, 

with air density of 1.225 kg m-3, and a thermal expansion coefficient of 0.0034 K-1, and 

g=0.81m/s in the negative x direction. The boundary conditions were set as 1 ms-1 velocity at 

the inlet, with the roof inlet angled downwards at 23º, to simulate the effect of open vents. The 

outlets were set as pressure outlets.  

 

Results and discussion 
 

In order to analyse the optimal location for designing the vents, several parameters such as 

the inlet wind velocity, side ventilator height and roof ventilator height should be considered. In 

what follows, the effects of inlet wind velocity are presented (Figure 1). The analyses are based 

on the inlet size of 0.5m length and a height of 1m.  

 



3 

 

 
2019 UKACM Conference City, University of London  

 
 Inlet air velocity: 0.2 ms-1 Inlet air velocity: 1ms-1 Inlet air velocity: 0.2ms-1, 

with the humidifier effects 
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profile 
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Figure 1: Inlet wind velocity effects on the temperature, velocity and humidity profiles 
 

The preliminary results show the effects of air conditions on the humidity, velocity and 

temperature profiles. By using the condenser, the excess humidity can be dehumidified to keep 

the temperature range and air velocity suitable for the plnats growth. The results show that the 

humidity rate is higher at the opposite corners of the inlet locations within the greenhouse which 

shows a suitable spot for designing the condensers. At the same time, the temperature within 

those regions is higher as no circulation is embedded in those regions. Therefore, assigning 

the outlets in those regions would be highly recommended. Based on this specific study, the 

velocity can be controlled by adding the humidification to the system.  

 
Side ventilator height 

above ground 

Temperature profile Velocity profile 

 
 

0.5m 
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Figure 2: Effects of side ventilator height on the temperature and velocity profiles 
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Another influential parameter is the height of the side ventilator (Figure 2). The results show 

by doubling the height of the side ventilator, the regions with maximum temperature are 

expanded within the greenhouse cavity and it increases the importance of ventilation on the 

opposite sides. Also, the effects of roof ventilator height are studied (Figure 3). Based on this 

study, by doubling its distance from the ridge of the greenhouse, the temperature and velocity 

profiles are slightly changed which shows the greenhouses are not sensitive to these specific 

dimensions and therefore this parameter can be neglected in ventilation planning.  

 

Roof ventilator 
distance from the 

ridge of greenhouse 

Temperature profile Velocity profile 

 
 
 

0.5m 

  
 
 
 

1m 

  
Figure 3: The effects of roof ventilator distance on the temperature and velocity profile 
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Summary

This research focuses on stepwise crack tip advancement associated with hydraulically induced fractures,

which are observed both in the field and in experiments and reported in the numerical fracture modelling

literature[1, 2, 3]. A numerical model of hydraulically induced fractures in porous media is presented.

The finite element method is employed to solve the fully coupled equation system that includes rock

deformation, fluid flow in both the fracture and rock matrix and fracture propagation. To reproduce

the stepwise phenomenon, a special time stepping scheme is used, which allows for multiple incremental

fracture advancement within a time step according to a cohesive stress constraint. Contributing factors

to stepwise phenomenon are compared and contrasted with a numerical sensitivity analysis using the

method presented.

Key Words: hydraulic fracturing; finite element methods; porous media; stepwise phenomenon

Mathematical Models
In order to study the stepwise phenomenon, a 2D numerical model of a hydraulic fracture in
porous media is established, as shown in Fig. 1. A plane strain assumption is applied along the
plane orthogonal to the vertical wellbore. The rock formation is assumed to be poroelastic and
homogeneous. At the center of the model, a fluid is injected at a constant flow rate Q0, which
can be modeled as a point source. The fluid is incompressible Newtonian fluid and is assumed
to be laminar flow. For simplicity, the fracture propagates along a straight line. Then, by taking
advantage of the symmetries of the model, only the one quarter of the block is considered, as
shown in Fig. 2.

Figure 1: The ketch of the model. Figure 2: Numerical model.

Governing equations
To model fracture propagation in porous media, and capture the full effects of fluid-structure
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interaction, four processes need to be considered: (i) rock deformation, and (ii) fluid flow in
porous media, and (iii) fluid flow in the fracture, and (iv) propagation criteria. These processes
reveal a strong coupling between rock deformation and fluid.
For a fully saturated porous media with a single-phase fluid, the solid deformation equation is

∇·σ = 0 (1)

where σ is the total Cauchy stress, which can be expressed in terms of the effective stress tensor
σ′:

σij = σ′
ij − Iαpw (2)

where pw is the fluid pressure, I the identity tensor and α the Biot’s coefficient, which is given by
α = 1−Kt/Ks , with Kt the bulk modulus of the porous media and Ks the bulk modulus of the
solid. α equals 1 for incompressible solids.
The equation for the fluid in the porous media is

∂ζ

∂t
+∇·q = 0 (3)

where ζ is the variation of fluid volume per unit volume of the porous material, and q denotes the
flux which is defined by Darcy’s law as

q = −kw

µ
(∇pw) (4)

where µ is the fluid viscosity, and kw the permeability tensor and both gravity and acceleration
terms are omitted.
The equation for fluid flow in the fracture is

∂w

∂t
+
∂q

∂s
+ ql = 0 (5)

where w is the width of the fracture, q the flow rate, s the local coordinate aligned with the
tangential direction to the fracture path, and ql the fluid rate loss in rock formation.
The cohesive zone method, first developed by Dugdale [4] and Barenblatt [5], is adopted here as
the propagation criterion. It assumes a process zone ahead of the real crack tip, where the stress
varies with deformation. In this way, the singularity at the crack tip is avoided.
The equations above are spatially discretized with the Galerkin finite element method (FEM). In
a compact matrix form, the equation system can be written as

Ku−Qpw = f1
QT u̇ + Cṗw + Hpw = f2
LT ẇ + h(w,pf ) = f3

(6)

The system can be solved implicitly in time using backward Euler. To reproduce the stepwise phe-
nomenon, the time step algorithm adopted needs to allow for more than one fracture advancement
within one time step [6].

Sensitivity analysis
To evaluate the sensitivity of the stepwise phenomenon in the hydraulic fracturing model and to
have a better understanding on the physical processes behind it, the effects of different parameters
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are studied. According to the controlling equation and propagation criterion, all the parameters
can be divided into three categories, the solid part, the fluid part and external condition. The solid
part includes Young’s modulus, Poisson’s ratio, Biot’s coefficient, Biot’s modulus, rock porosity,
and permeability, the fluid part includes viscosity, injection rate, and the external condition is
fracture toughness. Among all the factors, Young’s modulus, permeability, injection flow rate,
fluid viscosity and fracture toughness have a predominant influence. The difference between the
velocity of the fracture tip and the fluid front needs to be considered to account for the reasons
behind this phenomenon.
From Fig. 3, it is concluded that Young’s modulus is inversely proportional to the pause time.
The stepwise behaviour is more obvious with smaller Youngs modulus. A likely reason for this is
that the smaller the Youngs modulus, the easier the rock deforms, which leads to more time for
the fluid to accumulate energy to open the fracture.

Figure 3: Comparison of fracture shape at same time with different Young’s modulus (left) and
stepwise phenomenon with different Young’s modulus (right).

Fig. 4 shows that the viscosity and permeability are positively correlated with pause time, the
higher the viscosity and permeability, the slower the fluid flows into the fracture, which means it
needs more time for the fluid to catch up with the crack tip.

Figure 4: Stepwise phenomenon with different viscosity (left) and different permeability (right).

The injection rate and the fracture toughness both have strong effects, as shown in Fig. 5. Both of
them not only influence the pause time but also the fracture jump. At the early stage of fracture
propagation, a larger jump is observed for higher flow rate and reduced toughness, while at later
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time step-wise phenomena occurs over a larger time interval, because the velocity of the fracture
decreases with the increase of fracture volume.

Figure 5: Stepwise phenomenon with different injection rate (left) and different fracture toughness
(right).

Conclusions
A fully coupled model of a hydraulic fracture is developed and exhibits stepwise crack tip ad-
vancement. The sensitivity of the stepwise phenomenon under different factors has been studied
and forces behind the phenomenon have been explored. Young’s modulus, permeability, injection
flow rate, fluid viscosity and fracture toughness are found to be predominant. A further key
contributing factor is that the velocity of solid deformation is much faster than fluid deformation.
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Summary

Within the group of immersed computational methodologies [1;2;3] which can be employed for the nu-
merical simulation of fluid-structure interaction (FSI) problems, the multi-phase one-fluid formulation
was recently introduced [4;5] to enable the modelling of immersed rigid bodies as an additional physical
phase of the coupled fluid-structure system. The new methodology does not require the direct solution
of the Newton-Euler equations for rigid bodies but instead introduces a weighted least square projection
algorithm to account for the rigid body motion [6]. In this work, this FSI simulation is further extended
to the case of articulated rigid-body systems, where multiple rigid bodies are interconnected via joints.
Several types of joints can be used, limiting the number of degrees of freedom to the allowed relative
motions, and leading to different cases within the linear least square approach. The key ingredients of
this methodology are: 1) the solution of the underlying Navier-Stokes equations and 2) the consider-
ation of distributed Lagrange multipliers to enforce rigid body constraints. The dynamics of a double
pendulum interaction immersed within a fluid will be presented in order to demonstrate the capability
of the methodology.
Key Words: rigid multibody system, one-fluid formulation, fluid-structure interaction, dis-
tributed Lagrange multipliers

Methodology
The interaction of a fluid with a Multibody dynamics (MBD) system is a prototypical problem
often encountered in complex coupled engineering systems such as wind or tidal turbines, wave
energy converters or underwater robotics. Such systems often involve multiphase flows, flexible
structures and rigid bodies, that are all connected via joints that restrict their relative motions.
The ‘one-fluid’ formulation has been recently exploited for fluid-structure interaction problems by
modelling immersed solids as an additional phase of the underlying fluid. In this way, deformable
structures and fluids are treated in an identical manner, except for the deviatoric part of the
stress [4,5] which is phase-dependent. Similarly, immersed rigid bodies are considered as an
incompressible non-viscous continuum with motion constraints resulting in a Lagrange multiplier
type stress. Following this ‘one-fluid’ methodology, immersed rigid bodies have been investigated
[6;7] with application to water impact problems in [8;9] and wave energy converters in [10]. We
consider an incompressible continuum domain Ω ⊂ Rn, n = 2, 3 and a partition into disjoint sets
Ωi that represent each of the possible phases, i.e. Ω = ∪iΩi, Ωi∩Ωj = ∅, i 6= j. A phase-dependent
regularised Heaviside function Hi is computed at each phase Ωi, satisfying that ΣiHi = 1. This
allows us to consider the linear momentum conservation equation and the mass conservation
equation in an Eulerian setting as

ρ(H)

[
∂u

∂t
+ (∇u)u

]
= −∇p+ f(H) + ρ(H)g;

∇ · u = 0,

. (1)

1
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where u is the velocity field, p is the pressure, g is the gravity acceleration, ρ(H) is the density
(dependent upon the Heaviside vector valued function) and f(H) is a vector representing the
(phase-dependent) divergence of the stress tensor. For an articulated rigid structure occupying a
domain ΩRB

i ⊂ Ω, the following additional constraint on the velocity field has to be fulfilled

u = ωi × x + bi (2)

where wi represents an angular velocity vector, bi a translation velocity vector and x the spatial
position, with additional kinematic constraints imposed for the links of the system and collected
as gi(u) = 0. For a simple relative motion, the kinematic equations describing the system are
formulated using a reduced set of variables and the solution for above equations can be achieved
via an implicit distributed Lagrange multiplier method [3]. In this work, we apply the weighted
least square projection similar to [6]. Finally, the rigid structure is ‘tracked’ in a Lagrangian way.
From the spatial discretisation point of view, we employ a Cartesian staggered Finite Volume
scheme (Marker-and-Cell (MAC) grid) and a level set methodology to describe the evolution of
the various interacting phases.

Numerical example: double pendulum
In this example, we consider a simple open-loop mechanism, namely, the dynamics of a double
pendulum in a viscous fluid, with the framework presented above. The physical domain is defined
by the rectangle 12 m × 10 m, discretised with a (h-refinement) series of Cartesian meshes, the
finest of which is comprised of 2080× 1760 cells, filled with a Newtonian viscous fluid of viscosity
µ = 10−5 Pa s, density ρ = 1 kg/m3 and gravity acceleration 9.8 m/s2. Two cylinders of radius
r = 0.125 m with density ρs = 1000 kg/m3 are suspended from a pivot so that they can swing
around it. The first cylinder is placed with an angle of 90o with respect to the vertical axis and the
massless rod has a length of 2.9 m, the second cylinder is placed an angle of 0o with respect to the
vertical axis with a massless rod length 1.45 m. The location of the fixed point is at position (6,6)
with respect to bottom left corner of the fluid domain, as shown Fig. 1(a). The total run-time
for the case with the finest mesh is 12 h using a 3.0 GHz Intel Core CPU. Fig. 1 (b) shows the
h-convergence of the evolution of the path of the centre of the second cylinder. In Fig. 2, a series
of snapshots of the solution are displayed, where it can be observed how as the double pendulum
moves it creates vortices in its wake represented with contour lines of vorticity (−200 < ω < 200).

(a) (b)

Figure 1: (a) Problem description; (b) Path trajectory.

2
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(a) t = 0.0 s (b) t = 0.5 s (c) t = 1.0 s

(d) t = 1.5 s (e) t = 2.0 s (f) t = 2.5 s

(g) t = 3.0 s (h) t = 3.5 s (i) t = 4.0 s

Figure 2: Double pendulum: vorticity contours (−200 < ω < 200).

3
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Conclusions
This work has presented a ‘one-fluid’ computational framework for the the interaction of fluids with
Multibody Dynamics systems. The proposed method builds on the existing ‘one-fluid’ formulation
for solving flexible structure and a single rigid body previously introduced by some of the authors.
The proposed enhanced ‘one-fluid’ formulation solves implicitly the Navier-Stokes equations along
with a least square motion projection. A double pendulum example is presented in order to
demonstrate the capabilities of the enhanced methodology.
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Summary 

Digital rock physics (DRP) has been applied to reveal the mechanisms how pore-scale processes govern 

macroscopic rock properties, such as transport, elastic, thermal and electrical properties, in a non-destructive 

manner [1,2]. DRP uses modern imaging techniques such as X-ray micro-computed tomography (µ-CT) to obtain 

high resolution 3D images of rocks. By separating the pore space from mineral matrix phases through segmentation 

processing on the raw images, the 3D representations of complex pore geometry are available. Subsequently, 

physical simulations are performed on the pore-scale microstructures to determine the effective properties of rocks 

(e.g. permeability, elastic moduli, thermal conductivity and electrical resistivity). In this study, we focus on one of 

the most important transport properties of rocks—intrinsic permeability, which is relevant to many fields: oil and 

gas production, geothermal energy extraction, contaminant absorption, carbon geological sequestration and others. 

Currently, lattice Boltzmann method (LBM) is one of the most widely-used approaches for numerical flow 

simulations inside the porous media, because it can be directly applied to the 3D digital pore-scale microstructures 

without simplification and it has the flexibility in handling complex flow geometries. Compared to the laboratory 

measurements, LBM has the advantage that the velocity distribution can directly be linked to the micro-scale 

geometry of porous media. Intrinsic permeability of a rock sample can be computed via LBM by solving a Navier-

Stokes problem, and more details about permeability computation by using LBM can be found in Ref. 3 and 4. 

However, valid pore-scale analysis by using LBM relies heavily on the simulation on a large enough volume 

(representative elementary volume) at a high enough spatial resolution, which usually takes long time and requires 

high computer power to fulfill the simulating computations. Modern X-ray tomography facilities are capable to 

provide digital images with more than 1024×1024×1024 voxels at submicron resolution, and the LBM programs 

have to be highly parallelized to deal with such large volumes [5]. Nevertheless, computational limitations may 

require the segmented images of large volumes to be downscaled, in order to make lattice Boltzmann simulation of 

pore scale flow computationally feasible. This is especially the case for limited memory architectures like graphics 

processing unit (GPU), which are unable to fit a representative elementary volume with high resolution on a single 

graphics card [6]. Reducing the resolution of binary image segmentations can not only improve the efficiency of 

lattice Boltzmann simulations of pore-scale flow significantly, but also greatly lower the requirement of computer 

hardware. 

As shown in Figure 1, the computation times and memory requirements of lattice Boltzmann simulations to 

calculate intrinsic permeabilities of a group of Fontainebleau sandstones are illustrated. This group of sandstone 

consists of seven Fontainebleau samples with different porosities, which are 8.6%, 10.1%, 12.5%, 15.3%, 17.6%, 

20.6%, and 24.5% respectively [7]. The digital μ-CT images of these samples are equally 480×480×480 voxels in 

size, with a voxel resolution of 5.7μm, which represent equivalent physical sample dimension of 2.7 mm cubed. 

We numerically downscale these images to image size of 240×240×240 and 120×120×120, representing voxel 



2019 UKACM Conference       London City, University of London 

2 
 

resolution around 11.4μm and 22.8μm respectively, as shown in Figure 2. According to Figure 1, image 

downscaling indeed brings great benefits for lattice Boltzmann simulations in terms of computation complexity. 

  

(a) (b) 

Figure 1: (a) Computation time and (b) Memory requirement of permeability calculation by using LBM. 

 

   

(a) (b) (c) 

Figure 2: 3D images of the Fontainebleau sandstone with porosity equal to 15.3% at three different resolution 

level: (a) 5.7μm, (b) 11.4μm, and (c) 22.8μm. 

 

The benefits of image downscaling also have a negative role, which leads to a geometric loss for the pore-scale 

microstructure. Usually, the permeability results calculated from LBM cannot maintain consistency absolutely 

before and after image coarsening. As demonstrated in Figure 3, the intrinsic permeabilities of the Fontainebleau 

sandstones at three different resolution levels are calculated by using LBM. Only the permeability results from the 

images at highest resolution are closed to the references values, and the coarsened images of Fontainebleau 

sandstones tend to overestimate the permeability values. The range of errors between permeability results of original 

and that of coarsened images is from 16.48% to 47.37% for this group of Fontainebleau sandstones. And the 

permeability errors of some other sandstone samples in our study even exceed 85%. Academically, the permeability 

error due to resolution effect should not be ignored, even though permeability of rock is a physical property varying 

by orders of magnitude in practical engineering. 
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Figure 3: Permeability results calculated by LBM for images at different resolution levels. 

Table 1: Corrected permeability results for different types of sandstone. 

Sandstone type Resolution (μm) Size (voxel) Porosity (%) 
Calculated 

Permeability (md) 

Corrected 

Permeability (md) 

FS_9 

5.7 4803 8.61 138.1 -- 

11.4 2403 8.63 160.8 137.4 

22.8 1203 8.58 155.9 142.5 

FS_10 

5.7 4803 10.10 243.4 -- 

11.4 2403 10.08 281.6 248.3 

22.8 1203 10.07 283.8 241.5 

FS_13 

5.7 4803 12.57 584.6 -- 

11.4 2403 12.54 685.9 592.7 

22.8 1203 12.56 754.2 608.2 

FS_15 

5.7 4803 15.36 1506.5 -- 

11.4 2403 15.33 1759.5 1489.8 

22.8 1203 15.29 2200.7 1515.1 

FS_18 

5.7 4803 17.62 2391.3 -- 

11.4 2403 17.61 2753.0 2330.3 

22.8 1203 17.58 3524.0 2339.5 

FS_21 

5.7 4803 20.65 4343.5 -- 

11.4 2403 20.63 4919.1 4233.7 

22.8 1203 20.65 6366.4 4235.2 

FS_25 

5.7 4803 24.50 7571.6 -- 

11.4 2403 24.49 8404.2 7319.3 

22.8 1203 24.46 10899.7 7425.5 

Berea Sandstone 

5.345 4003 19.65 1871.1 -- 

10.69 2003 19.57 2224.1 1872.3 

21.38 1003 19.41 2896.5 1798.5 

Doddington 

Sandstone 

5.549 4003 20.38 5222.3 -- 

11.098 2003 20.33 6113.0 5248.4 

22.196 1003 20.24 8158.4 5178.0 
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In this study, we propose an error correction model for intrinsic permeability calculation by using LBM. We apply 

this model to different kinds of sandstones to test its performance, and the results show that the error correction 

model can effectively eliminate the permeability errors due to the resolution effect. As illustrated in Table 1, the 

permeability errors causing by resolution effect are declined to less than 5% for different sandstone samples. 
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Summary

A topology optimisation approach based on the boundary element method (BEM) with subdivision surfaces
is proposed for the optimal distribution of sound absorbing material on structural surfaces. The proposed
optimisation method aims to find a cost-efficient distribution of sound absorbing material for a given structural
design.
Key Words: Isogeometric Analysis; Topology optimisation; Boundary element method; Acoustic material

Motivations
The sound absorbing materials used here are porous materials. The materials are passive mediums which can
reduce acoustic energy by transferring it into heat. They are widely used in many manufacturing industries,
e.g. automotive, electronic and electrical equipment and building industries. However, applying those material
onto the surfaces will increase the weight and cost of the design structures. It is not very efficient to use a
uniform distribution of these sound absorbing material on the whole surface of the object. Therefore, it is
necessary to find an optimal material distribution under a given vibration and noise constraints.

Boundary element method
The boundary element method solves integral equations constructed only on the boundaries, which only
requires a boundary discretisation to solve this problem. Moreover, the boundary element method automatically
satisfies the Sommerfeld boundary condition[4] which has advantages over other methods in handling exterior
acoustic scattering problems. Thus, the BEM is the most appropriate numerical method for this optimisation
analysis. The governing equation for the time harmonic acoustic problem is the Helmholtz equation defined
as:

∇2p(x) + k̄2p(x) = 0, (1)

where ∇2 is the Laplace operator, k is the wavenumber. p represents the acoustic pressure which is a function
of a physical point x. Using a collocation method, the boundary integral equation is defined as:

c(x)p(x) =

∫
Γ

[
G(x,y)

∂p

∂n
(y)− ∂G

∂n
(x,y)p(y)

]
dΓ + pinc(x), (2)

where Γ denotes the physical domain of the problem which is the surface of the structure. x and y are source
point and field point respectively. c is known as the jump term in the boundary element method which equals
1
2 if the boundary is smooth. G is the fundamental solution of the Helmholtz equation also called Green

function. ∂G
∂n is the normal derivative of the Green function. pinc(x) denotes the acoustic pressure of the

incident wave at source point. Discretising this boundary domain into Ne Loop subdivision surfaces elements.
The maxima of the subdivision basis functions (shown in figure 1), which are associated with the control
vertices, are used as the collocation points to formulating the discretised boundary integral equation:

c(xi)p(xi) =

Ne∑
j=1

Nc∑
k=1

∂pjk
∂n

∫
Γj

Nk(y(ξ, η))G(xi,y(ξ, η))dΓj

−
Ne∑
j=1

Nc∑
k=1

pjk

∫
Γj

Nk(y(ξ, η))
∂G

∂n
(xi,y(ξ, η))dΓj + pinc(xi),

(3)

1
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where i is the ith collocation point. N denotes the subdivision basis function. Then the system matrix can
be formulated as:

Hp = Gq + pinc, (4)

where H and G are known as boundary element method matrices. p and q are the coefficient vectors of
acoustic pressures and their normal derivatives. pinc can be applied as a boundary condition which is the
vector of incident acoustic pressures at collocation points defined as

pinc(xi) = eik·xi , (5)

Also apply an impedance boundary condition as

∂p

∂n
(y) = ikβp(y), (6)

where β denotes the normalized acoustic admittance at the field point y. The system equation can be modified
as

[H−GB]p = pinc, (7)

where B is known as the admittance matrix. Then the coefficients of acoustic pressure p can be solved. And
the acoustic pressures on the surfaces can be interpolated using subdivision basis functions.

Loop subdivision surfaces
Subdivision surfaces begin with a coarse polygon mesh and applies a certain subdivision algorithm to recursively
refine this polygon mesh until refined meshes eventually converge to a smooth limit surface. The limit surface
can be evaluated using spline functions from any level of refined meshes. The polygon mesh can be locally
refined and adjusted to model any arbitrary topologies. Loop[3] developed a subdivision scheme in 1987,
which can generate smooth surfaces through triangular control meshes. The Loop subdivision surfaces can
be evaluated using box splines basis functions. Figure 1 shows an example of the Loop subdivision surfaces.
It uses a linear triangular mesh as the control mesh which is easily refined and adjusted during the recursive
analysis process. The analysis method with subdivision surface discretisation can analyse a complex engineering
geometry with only a single linear mesh where NURBS-based isogeometric approach[2] may need multiple
patches to address the complex topologies. Cirak[1] implemented Loop subdivision surfaces for Krichhoff-
Love shell analysis in 2000.

Objective function and constrains
The objective function and constrains of this optimisation problem is defined as:

min Π = p̄fpf

s.t.

Ne∑
e=1

ρeve − fv
Ne∑
e

ve ≤ 0

0 ≤ ρmin ≤ ρe ≤ 1

, (8)

where p̄f denotes the conjugate transpose of this vector. The ρe and ve denotes the density and volume of the
eth element and fv is a constrain ratio of the volume. ρmin is the minimum constrain of the element density.
pf is the vector sound pressure of a number observation points which are computed using the boundary
integral equation. Computed in the matrices form as:

pf = −[Hf −GfB]p + pinc
f . (9)

Hf and Gf are boundary element matrices for the observation points. pinc
f is the acoustic pressure of the

incident wave at those points. As the observation points are far field points, the jump term c in the boundary
integral equation 3 is zero.

2
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Figure 1: Loop subdivision surfaces:
control grid, limit surface and colloca-
tion points.

Initialisation with
parameters

Acoustic analysis using
BEM with Loop

subdvision surfaces

Acoustic sensitivity
analysis with adjoint

variable method

Gradient-based
optimisation solver

Iteration
converge?

Design
variables
update

End

no

yes

Figure 2: A workflow of topology opti-
misation.

Sensitivity analysis
The optimisation solver we used is a gradient-based solver, which requires a sensitivity analysis associated with
those design variables. The adjoint variable method is chosen to conduct it. We first introduce two arbitrary
adjoint vectors λ1 and λ2 associated with the two boundary element system of equations and the objective
function can be expressed as:

Π = Π(pf ) + λT
1 [(H−GB)p− pinc] + λT

2 [pf + [Hf −GfB]p− pinc
f ]. (10)

Take a direct differentiation of the objective function respected to design variable ρe. The sensitivity of the
objective function can be eventually derived as

∂Π

∂ρe
= −<(λT

1 G
∂B

∂ρe
p + λT

2 G
∂B

∂ρe
p). (11)

Optimisation workflow

Figure 2 shows a workflow of the proposed topology optimisation method. The optimisation is firstly initialised
by choosing the constrain parameters. Then, it solves the acoustic boundary element method and computes
the value of objective functions. After that, a sensitivity analysis will be conducted using the adjoint variable
method. The value of the objective function and the sensitivity solution are passed to a gradient-based
optimisation solver, which compute the updated design variables. The process will repeat a number of times
until the optimising results of two iterations converges.

Numerical Examples
The optimisation of the distribution of sound absorbing material on a submarine surfaces is conducted as an
numerical example. We choose a incident wave with frequency equal to 200Hz. Figure 3 shows the acoustic
pressure changes during a number of optimisation iterations. Figure 4 shows the final optimisation of the
material density on the surfaces.

3
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Figure 3: Acoustic pressure plots on a submarine surfaces at 4 different iterations in the material
topology optimisation.

Figure 4: Optimisation results for the acoustic absorbing material of the submarine.

Conclusion
An topology optimisation of the distribution of sound absorbing materials using boundary element method
with subdivision surfaces is proposed. The densities of the sound absorbing material are used as the design
variables. A minimum volume of the sound absorbing material is used as the optimising constraint. The
optimisation problem is solved by using the method of moving asymptotes (MMA) algorithm.
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Summary

Rocking dynamics occur in systems whose connection with their support medium is achieved through a non-

tensile interface where the shear forces are frictional. Examples of rocking systems can be found in a wide range

of applications: from museum exhibits and hospital equipment to electrical devices and structural elements.

The response of such systems when subjected to ground excitations is substantially different to the response of

monolithic structures. A distinctive feature is the appearance of rigid body rotations and displacements during

the motion. As a reasonable consequence, the majority of relevant literature examines rocking systems under

the assumptions of rigid support medium and body , or by assuming that the rocking body is flexible only in

the lateral direction . However, the decelerations of the rocking body during the occurring impacts are often

of the order of tenths of g. These large forces may induce large local stresses at the points of application that

may deteriorate the contact surface or lead to local failures. This mode of failure has often been ignored in

the literature. This is mainly due to the computational complexity of the problem between large displacement

kinematics and computational mechanics. The change of the contact surface during the rocking motion in

combination with an impact and sliding contact problem pose substantial challenges for standard FE methods:

they result in the need for re-meshing techniques, or very dense initial meshes. Hence, we propose a Material

Point Method implementation for the robust simulation of large displacement kinematics associated with

rocking fused with a phase field description of fracture to examine the resulting damage evolution.

Key Words: Material Point Method; impact dynamics; rocking

Governing Equations
The case of two deformable domains Ω1 and Ω2 shown in Figure 1 is considered for brevity. Following
a discrete field approach [2], each domain is attached to a discrete field {D | D = 1, 2}.
The coupled, i.e., displacement and phase field, strong form assumes the following for for each individual
discrete field D, i.e., 

∇ · σD + bD = ρDüD on ΩD(
4l0DHD

ḠcD
+ 1

)
cD − 4l20D∆cD = 1 on ΩD.

(1)

where σD is the stress tensor, bD corresponds to the vector of body forces, and ρ is the material
density. Furthermore, c is the phase field, l0 is the phase field regularization length, and H is the phase
field history variable [3]. The strong form of Eq. (1) is supplemented by the following set of boundary
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Figure 1: Phase field material point method approximation

conditions 

σD · nD = t̄D, on ∂Ωt̄D

uD = ūD, on ∂ΩūD

uD = (0)uD, on (0)ΩD

u̇D = (0)u̇D, on (0)ΩD

üD = (0)üD, on (0)ΩD

∇cD · n = 0, on ∂ΩD

cD = (0)cD, on (0)ΩD

σD · ncont
D = f̄ contD , on ∂ΩDf̄

(2)

The last boundary condition accounts for the contact forces that are considered as being externally
applied to each discrete field D. Furthermore, the coupled strong form is subjected to kinematic
constraints for the imposition of the non-tension and impenetrability conditions at the contact interface
[4]. Coulomb friction contact constraints are imposed at the interface. The coupled strong form of

Eq. (1) is re-instated in the weak sense via the Galerkin method. The resulting coupled weak form
is then discretized using a material point method approach [1]. In this, each discrete field comprises
a set of material points ND. The resulting discrete equations of motion are solved with explicit time
integration within a staggered iterative scheme.

Application

A circular arch with two buttresses is examined to ascertain the ability of the method to simulate
rocking induced failure. The structure is subjected to the Chi-Chi, Taiwan ground motion record with
a PGA=3.9m/s2. The geometry of the structure and the material properties considered are shown in
Fig. 2. The ground motion record is shown in Fig. 3a.

Quadratic B-splines are utilized for the background grid with a cell spacing equal to 0.10 m. Plane strain
conditions are assumed. The circular arch with the two buttresses consists of 5886 material posints
whereas the ground is discretised with 12960 material points. The initial cell density of each parent cell
is at least 3x3 material points. The equations of motion are integrated using explicit time integration
with a step ∆t = 0.00005 sec. The ground excitation is applied using D’ Alembert’s principle.

The time history of the angle of oscillation of the left buttress with respect to the horizontal is shown

2
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in Fig. 3(b). The buttress undergoing small angle rocking motion (i.e. less than 2o) for the first 28sec
of its response. As the ground acceleration increases, material degradation initiates until the first hinge
forms on the left side of the arch at time t = 31.75 sec (see Fig. 4(b)). Next, two more hinges develop,
one at the left haunch (see Fig. 4(c)) and another close to the right buttress 4(d) at time t = 32 and
t = 32.25 sec. The collapse mechanism and the final configuration of the structure are shown in Figs.
4(e) and 4(f), respectively.

The proposed scheme accurately captures the collapse mechanism of the arch. It is of interest to note
that, due to the rocking response of the buttresses, this evolves with three plastic hinges rather than the
standard 4-hinge mechanism that is common in fully supported arches. Furthermore, the formulation
succeeds in providing a robust estimate of the post-collapse configuration of the structure.

Figure 2: Geometry and boundary conditions

(a) (b)

Figure 3: (a) Ground Motion Record (b) Rocking body angle with ground [labels (1) to (6)
correspond to Fig. 4 sub-captions (a) to (f)].
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(a) (b) (c)

(d) (e) (f)

Figure 4: Circular Arch with Buttresses: Phase field for time step (a) t = 20 sec (initial state)
(b) t = 31.75 sec (first hinge) (c) t = 32 sec (second hinge) (d) t = 32.25 sec (third hinge) (e)
t = 32.63 sec (collapse) and (f) t = 33.53 sec (final state)

Conclusions
A material point method is presented for the simulation of rocking body dynamics. In this, the solution
of the governing equations of motion is performed for each field individually while the physics describing
the field interfaces are explicitly introduced into the strong form of the problem through appropriate
boundary conditions. The solution of the resulting governing equations is performed via the material
point method in an explicit manner. The method is shown to successfully capture the large displacement
kinematics of a structure undergoing rocking vibrations and the resulting failure mechanics. Of interest
is the ability of the method to also capture the post-failure kinematics of the structure.
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Summary

This paper reports on progress made in the development of a nonlinear Finite Element analysis capability to

simulate the beating of a human heart. A layered shell approach enables the different muscle fibre directions

(which significantly change their orientation through the myocardium) to be considered. The paper begins

with a description of a Total Lagrangian FE code for the layered shell. It then illustrates the use of the Mean

Dilation Method (MDM) to handle near incompressibility, although this approach has currently only been

tested by the authors on 8-noded hexahedral elements. Cook’s tapered skew cantilever problem is examined.

The paper then goes on the describe the Holzapfel-Ogden [4] constitutive model which is to be used to

represent the myocardium. Finally, we describe the manner in which the Electro-Mechanics are to be coupled

to simulate muscle fibre contraction.

Key Words: Finite Deformation, Layered Shell, Orthotropic Hyperelastic Myocardium

Introduction

There are over 7 million people in the UK living with cardiovascular disease (CVD). It is the principal
cause of death in the UK; claiming over 170,000 lives each year. To comprehend the various forms of
CVD and determine appropriate medical treatment, cardiac surgeons would benefit greatly from having
accurate simulators which can capture patient-specific features. This study contributes to the research
being conducted worldwide to arrive at a high-fidelity 3-dimensional Electro-Mechanics representation
of a beating heart. The novel aspect of the approach taken here is the adoption of shell Finite Elements
to model the walls of the geometrically complex atria and ventricles, rather than conventional solid
(tetrahedral, for example see [1], or hexahedral) Finite Elements.

Total Lagrangian Layered Shell Formulation

Multiple layers within the shell elements are formed by duplicating the integration points through the
thickness direction. The through-thickness local coordinates are transformed as follows

ζ = −1 +
1

Tt
(2Ti − Tl(1− ζl)) (1)

where Tt is the total thickness, Ti is the thickness of the layers preceding the layer under consideration,
Tl is the thickness of the current layer and ζl is the original ζ value locating the integration points in
a non-layered element.
Figure 1 illustrates the deformation of just 8 shell elements (forming a cantilever beam) subjected to
an increasing end moment. A comparison is given between a single layer model and a softer 3-layer
representation (with through-thickness elasticities of 0.5E : E : 2E).

1
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Figure 1: Finite deformation of cantilever subjected to end moment [6], showing the homogeneous
shell and layered shell results.

Updated Lagrangian Stiffness Matrix (Mean Dilation Method)

The element stiffness matrix for the Updated Lagrangian formulation comprises 3 components (material,
geometric and pressure). The latter is a consequence of the Mean Dilation Method which can handle
the near-incompressibility of the myocardium.

[K] = [Kc] + [Kg] + [Kp] where [Kc] =

{
∂N

∂x

}T

[c̄]

{
∂N

∂x

}
(2)

[c̄] = [c] + ρ[I4] where [I4] ≡ Iijkl = δijδkl − δikδjl − δilδjk (3)

The elasticity matrix for a Neo-Hookean (near-incompressible) material, [c], may be found in [2].

[Kg] =


[Kg11 ] [Kg12 ] . . . [Kg1n ]

[Kg21 ]
. . . . . .

...
...

. . . . . .
...

[Kgn1 ] . . . . . . [Kgnn ]

 [Kgij ] =

{
∂N

∂xi

}T

[σ]

{
∂N

∂xj

}
[I] (4)

[σ] refers to the Cauchy stresses and the subscript n refers to the number of nodes in each element.

[Kp] =


[Kp11 ] [Kp12 ] . . . [Kp1n ]

[Kp21 ]
. . . . . .

...
...

. . . . . .
...

[Kpn1 ] . . . . . . [Kpnn ]

 [Kpij ] = κ̄ve

{
∂Ñ

∂xi

}{
∂Ñ

∂xj

}T

(5)

{
∂Ñ

∂x

}
=

nGP∑
det

({
∂N

∂r

}){
∂N

∂x

}
(6){

∂N
∂r

}
are the derivatives of the shape functions with respect to the local coordinates. κ̄ = κJ̄

where J̄ = ve
Ve

, ve is the volume of the deformed element, Ve is the initial volume of the element and
J = det([F ]) where [F ] is the deformation gradient. nGP gives the number of quadrature points.

2



2019 UKACM Conference City, University of London

The Mean Dilation Method is used to simulate the in-plane shearing and bending of Cook’s benchmark
problem (Figure 2). The 8-noded hexahedral convergence plot agrees well with that obtained from
published results [5].

Figure 2: Convergence plot for Cook’s tapered skew cantilever using a Neo-Hookean model.

Anisotropic Hyperelasticity

The Neo-Hookean model used above defines a purely isotropic response. This fails to take account of
the presence of the directional myocardial fibres which have a strong influence on the finite deformation
of the myocardial tissue. At any one location, the inner endocardium fibres are not parallel to the outer
epicardium fibres. This difference in orientation gives rise to a twisting motion of the contracting and
expanding ventricles. The following 3-component orthotropic hyperelastic Holzapfel-Ogden [4] strain
energy density function is able to reproduce that material behaviour

Ψ =

isotropic F(I1)︷ ︸︸ ︷
a

2b
exp (b(I1 − 3)) +

transversely isotropic G(I4f ) G(I4s)︷ ︸︸ ︷
af
2bf

(
exp
(
bf (I4f − 1)2

)
− 1
)

+
as
2bs

(
exp
(
bs(I4s − 1)2

)
− 1
)

+

orthotropic H(I8fs)︷ ︸︸ ︷
afs
2bfs

(
exp
(
bfs(I8fs)

2
)
− 1
)

Eight positive material constants a, b, af , as, bf , bs, afs and bfs define the material. The first invariant
of the right Cauchy-Green deformation matrix [C] = [F ]T[F ] is given by its trace I1 = tr[C]. A
right-handed orthonormal coordinate system identifies the undeformed fibre axis orientation {f0} and

3
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the undeformed sheet axis orientation {s0}. These are used in the definition of the mixed invariants
I4f , I4s and I8fs.

I4f = {f0}T[C]{f0} I4s = {s0}T[C]{s0} I8fs = {f0}T[C]{s0}

The Cauchy stress is obtained from

[σ] = [F ]
∂Ψ

∂[F ]
− p[I]

Coupled Electro-Mechanical Behaviour

The transmembrane current sweeping around the heart drives the change in a local Action Potential
which triggers the contraction of the myocardial fibres. This evolving potential is simulated using
a monodomain Aliev-Panfilov excitation model (for example, see [3] for the FE formulation). The
changing potential gives rise to an active stress. A code which can replicate the transmission of the
electrical signal through the shell elements has already been produced by the authors. This is now
being coupled to the mechanical Total and Updated Lagrangian FE simulators; which are themselves
to be extended to incorporate the Holzapfel-Ogden material model.

Conclusions

While the study is not yet complete, this paper points to some of the achievements made by the
authors in the development of a Finite Element simulator of a beating human heart. The layered shell
formulation is promising, and the hyperelastic constitutive model examined provides a sophisticated rep-
resentation of the behaviour of the orthotropic, nearly-incompressible myocardium. It has been shown
that the Total Lagrangian shell Finite Element code and nearly-incompressible Updated Lagrangian
hexahedral Finite Element code offer good agreement with established published results. This provides
confidence in the algorithms constructed to-date.

References

[1] Baillargeon, B et al., The Living Heart Project: A Robust and Integrative Simulator for Human
Heart Function, European J. Mech. A/Solids, 48, 38-47, 2014.

[2] Bonet, J, Gil, A J and Wood, R D, Nonlinear Solid Mechanics for Finite Element Analysis:
Statics, Cambridge University Press, 2016.

[3] Göktepe S and Kuhl E, Computational Modeling of Cardiac Electrophysiology: A Novel Finite
Element Approach, Int. J Num. Meth. Eng., 79, 156-178, 2009.

[4] Holzapfel, G A and Ogden, R W, Constitutive modelling of passive myocardium: a structurally
based framework for material characterization, Phil. Trans. Royal Soc. A: Math. Phys. Eng.
Sci., 367 (1902), 3445-3475, 2009.

[5] Simo, J C and Armero F, Geometrically Non-Linear Enhanced Strain Mixed Methods and the
Method of Incompatible Modes, Int. J Num. Methods in Eng., 33, 1413-1449, 1992.

[6] Sze, K et al., Popular Benchmark Problems for Geometric Nonlinear Analysis of Shells, Finite
Elements in Analysis and Design, 40(11), 1551-1569, 2004.

4



2019 UKACM Conference City, University of London

AN IMPLICIT NON-ORDINARY STATE-BASED PERIDYNAMICS
FOR LARGE DEFORMATION ANALYSIS

*Nur A. Hashim1, W. M. Coombs1, C. E. Augarde1 and G. Hattori2

1Department of Engineering, Durham University, South Road, DH1 3LE, Durham, UK
2Department of Engineering, University of Cambridge, Trumpington Street, CB2 1PZ, Cambridge, UK

*nur.a.hashim@durham.ac.uk

Summary

This paper focuses on applying implicit time stepping approaches to a non-ordinary state-based peridynamics
formulation for quasi-static problems. The paper is restricted to two-dimensional large deformation analysis
with linear elastic material behaviour with a modified correspondence model to suppress spurious zero energy
modes. Equilibrium is obtained at each quasi-static time (or load) step through a Newton-Raphson solution
procedure, including the derivation of an analytical expression for the consistent Jacobian matrix to ensure
optimum convergence rates. The correspondence approach, which is a subclass of the non-ordinary state-
based peridynamics, permits constitutive models from local theory to be used for the modelling of long-range
forces. However, previous studies show the standard correspondence model suffers from zero-energy mode
instability. Hence, this study also considers the effectiveness of the use of a stabilising parameter in removing
these instabilities. Computational examples validate the ability of the adopted peridynamics model to eliminate
zero energy modes and quantify the impact of the particles’ spacings and horizon sizes on the choice of the
stabilisation parameter.
Key Words: Peridynamics; State-based; Implicit; Finite deformation; Zero-energy mode

Introduction
Peridynamics (PD) was proposed by Silling [1] as a particle-based continuum model that can intrinsically
handle problems involving discontinuities. However, up to now, little attention has been paid to using implicit
time stepping formulations with PD. As a non local theory, it becomes challenging to obtain PD solutions in
a reasonable run time especially in the case of quasi-static loading with large deformation problems. In these
situations, implicit methods have the potential to be more computationally efficient and accurate compared to
explicit methods. PD formulations can be classified into bond-based and state-based peridynamics (SB PD).
The SB PD formulations can be further categorised as ordinary state-based peridynamics and non-ordinary
state-based peridynamics (NOSB PD) depending on the types of material being modelled by the method (for
example NOSBPD can include arbitrary constitutive formulations).

Non-ordinary state-based peridynamics with stabilised correspondence model
Based on the principle of virtual work, the equation of motion of NOSB PD takes the following form [1]

( m∑
j=1

T [xi , t ]〈xj − xi〉 −T [xj , t ]〈xi − xj 〉
)
Vj + b(xi , t) = ρ(xi)ü(xi , t), (1)

where ρ represents the mass density in the initial configuration, ü is the second-order time derivative of
displacement and b is the prescribed body force at time t and j is a counter for the m particles in the horizon
of particle i , in which interaction between particles occurs over a finite distance defined by a horizon, δ. Vj

is the volume of particle j and T is the force vector state of a bond with stabilised correspondence model
defined as

T [x, t ] = ω〈ξ〉P(x)TB(x) ξ + Tz[x, t ]. (2)

1
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The first Piola-Kirchoff stress, P(x), for each particle x can be obtained from the Cauchy stress, σ, the
deformation gradient, F(x) and the determinant of the deformation gradient, J

P(x) = Jσ(x)F(x)−T . (3)

The non-local PD deformation gradient is expressed as a non-local integration given by [2]

F(x) =

(∫
R
ω〈ξ〉(Y(ξ)⊗ ξ)dVξ

)
B(x)−1 and B(x) =

∫
R
ω〈ξ〉(ξ ⊗ ξ)dVξ, (4)

where B(x) is the non-local shape tensor and ξ denotes the reference position vector state between two
particles, while ω〈ξ〉 is a dimensionless weighting function of radius δ and the dyadic product of two vectors
is denoted by ⊗. An additional stabilisation term is added to the peridynamic force vector defined as

Tz =
GC

ω0
z(ξ), z(ξ) = Y(ξ)− Fξ, C =

12k ′

πhδ4
and k ′ =

E

2(1− ν − 2ν2)
(5)

for 2D plane strain problems, where Y denotes the deformed state of the bond, ν is the Poisson’s ratio, E is
the elastic modulus, h is the out-of-plane thickness and ω0 is the integration of the weighting function in the
neighbourhood. In this paper, we utilise a full Newton-Raphson (NR) method in order to solve the non-linear
system of equations and update the stiffness matrix at each iteration.

Jacobian matrix
Based on Eq. (2), the Jacobian can be expressed as

K =

In∑
i

m∑
j=1

ndof∑
k

((
ωi(|ξ|)

∂T[xi, t ]

∂uk

)
−

(
ωj(|ξ|)

∂T[xj , t ]

∂uk

))
Vj . (6)

Note that In is the total number of particles, m is the total number of neighbouring particles and k is a
counter for the ndof degree of freedom. Loads are applied in increments where force equilibrium is sought
between internal resisting forces, f int and external forces, f ext. The Jacobian matrix is recomputed at each
iteration thus enabling convergence at an optimum rate. The solution of this non-linear system of equations
can be obtained from repeatedly solving

K4ul+1 = foobfl , (7)

where l+1 represent the current equilibrium iteration within the NR procedure and foobf= f ext- f int is the
global residual out of balance force vector.

Numerical example
The problem considered was a beam with simply-supported ends subjected to a total pressure of p = 276
kPa applied in 10 loadsteps. The beam domain had length, L of 254 mm and a depth, d0 of 5.08 mm, with
material properties being Young’s modulus, E = 68.95 GPa and Poisson’s ratio, ν = 0.25. Due to symmetry,
only half of the beam was analysed with two different particle discretisations and three different horizon sizes.
Boundary conditions (BC) were imposed through the fictitious boundary layer, in which the fictitious layer was
introduced outside the beam domain at the support region where the thickness of the layer was equivalent to
the horizon size, δ [4]. A uniform transverse pressure was applied to all the particles on the top surface with
the same load. In this paper, a dimensionless tolerance of 1× 10−10 was used on the global normalised out of
balance force. The final normalised vertical displacements predicted by the method is compared here in Figure
2 against the analytical result, for 3 × 75 particles with different horizon sizes and an “optimum” stabilised
parameter. It can be clearly seen that the normalised vertical displacements agree well with the analytical
result. The “optimum” stabilised parameter, G is given for both particle discretisations and different horizon
sizes in Table 1 . It is can be seen that as the horizon size increases and as the particle discretisation coarsens,
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Figure 1: Simply-supported slender beam subjected to uniform transverse pressure.
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Figure 2: Simply-supported beam: normalised vertical end with 3 × 75 particles.

Table 1: Relative displacement error with different particle discretisations and different horizon
sizes.

Particles discretisation Horizon size, δ “optimum” G

1.015∆x 0.0030

3 × 75 2.015∆x 0.0180

3.015∆x 0.0495

1.015∆x 0.0025

5 × 125 2.015∆x 0.0115

3.015∆x 0.0300
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Figure 3: Simply-supported beam: stress contour, σxx, for p = 276kPa, δ = 2.015 ∆x, 5 × 125
particles with different values of G

a higher value of “optimum” stabilised parameter are needed. Therefore, G must be adjusted based on the
horizon size for the optimum value of the stabilisation parameter.

Stress contours, σxx, corresponding to the external load for p = 276Pa, δ = 2.015∆x and 5 × 125 particles
for the beam with different G value are shown in Figure 3. The plots show that non-ordinary state-based
peridynamics has instabilities when G = 0, indicating the necessity of the zero-energy modes control. The
absence of the zero-energy mode control results in significant oscillations in the stress field. The stabilisation
method proposed in [3] effectively suppresses the zero-energy modes instabilities, with increasing values of G,
resulting in a stabilised stress field.

Conclusions
This paper has investigate a non-ordinary state-based peridynamics method with a stabilised correspondence
material model for large deformation. The proposed formulation has been demonstrated on a 2D simply-
supported beam problem with large strains to validate the effectiveness of the method. One of the significant
finding to emerge from this study is that NOSBN PD is capable of modelling large deformation problems,
with a reasonable accuracy, provided that spurious energy modes are suppressed.
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Summary 
Second metatarsal (2MT) stress fracture is a common and burdensome injury amongst runners, however understanding of the 
risk factors leading to injury is limited. Finite Element (FE) modelling represents a viable biorealistic alternative to invasive studies 
and simple beam theory models. This study shows the design and validation of a simple subject-specific FE model of the 2MT 
incorporating geometrically accurate soft tissue and loading. Results show a good comparison with both recent models and bone 
staple strain gauge data. 

Key Words: Biomechanics; Stress fracture; Finite element; Modelling 

Introduction 

Running is an excellent method of training cardiovascular fitness, which has numerous well documented health benefits. 
Importantly, physical fitness is strongly linked with longevity [4, 13] with regular physical activity reducing the risks of coronary 
heart disease, cerebrovascular disease, hypertension, type II diabetes, various cancers, and osteoporosis [8]. A recent study has 
suggested that physical inactivity is responsible for 6% of coronary heart disease burden worldwide, 7% of diabetes, 10% each of 
colon and breast cancers [9]. It has been suggested that inactivity is responsible for 9% of premature mortality and another 
systematic study [11] suggests that vigorous exercise and sports shows the largest reduction in all-cause mortality with moderate 
activities of daily living being beneficial but to a lesser extent. Any sporting activity brings with it the risk of injury, with certain 
injuries associated with certain types of training. For long distance runners, there is a particularly high incidence of lower limb 
injuries, with one systematic review finding the incidence to range from 19.4% to 79.3% across the 17 studies it included [14]. 
Injury is detrimental as it diminishes the pleasure derived from exercise and limits participation, sometimes for an extended 
period of time or may cause a permanent withdrawal from the activity. An injury of particular burden amongst runners is stress 
fracture injury of the 2nd metatarsal (2MT) bone [2, 7, 10] which may take up to 12 weeks to heal resulting in reduced activity 
during that time. Current understanding of the factors that may predispose an athlete to this injury is limited particularly as direct 
measurement of the stress in the bone during running requires invasive procedures, such as the surgical implantation of a bone 
staple strain gauge [10], leading to altered biomechanics during gait and confounding study results. In contrast to direct 
measurement, mathematical modelling has been used to estimate forces acting on the metatarsals during running or walking in 
several studies [7, 12] but these require many assumptions regarding geometry and cannot account for interactions between 
tissue types. In contrast, the finite element (FE) method has been used more recently to investigate stress distributions in the 
metatarsals during running [5], however, biorealistic models often have prohibitively long development, construction and run 
times when investigating groups of participants [1] and many simplifications are needed to produce a model that can investigate 
groups of participants in a realistic timeframe. Therefore the purpose of this study was to develop and validate a FE model that 
allows estimation of the stresses acting on the 2MT during the ground contact phase of one running step. The model 
incorporates subject-specific geometry and soft tissue effects, whilst minimising the complexity and therefore computing cost.  

Methods 
Data were collected from eighteen (10 female) participants (age 24 ± 7.8 years; mass 64.8 ± 11.2 kg; height 1.68 ± 0.09 m). No 
participants reported any current injuries affecting their running regimen and no participants had sustained any lower limb 
injuries that prevented their normal training within the last year. Eligible participants were given information about the study and 
provided written informed consent. The study was given ethical approval by the Sport and Health Sciences Ethics Committee, 
University of Exeter. 

To determine individual metatarsal geometry, magnetic resonance (MR) images were collected from each participant whilst lying 
supine within a 1.5 T superconducting whole body scanner (Gyroscan Intera, Philips, The Netherlands). The location of the second 
metatarsal and phalange was initially identified via palpation and a cod liver oil capsule placed on the foot at that location using 
micropore tape. The unloaded foot was then placed against a flat vertical barrier within a quadrature head coil to minimize 
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movement, and to ensure each data set was acquired with the foot in a similar position. Stacks of MR images covering the whole 
of the foot and centred around the second metatarsal, as identified in the images from the high intensity cod liver oil capsule, 
were then acquired in sagittal, coronal and axial planes. In all cases a T1 weighted (repetition time 20 ms, echo time 4.0 ms, flip 
angle 500) 3D gradient echo sequence was utilised with an in-plane resolution of 0.3 x 0.3 mm and a slice thickness of 0.7 mm. 
Depending on the imaging orientation, between 60 and 160 slices within a stack were required for full coverage. 

The participant’s height and mass were measured whilst participants wore their own running kit. Synchronised kinematic, kinetic 
and plantar pressure data were collected during running at a constant speed of 3.6 ms-1 along a runway using four CX1 units 
(Coda CX1, Codamotion – Charnwood Dynamics Ltd., U.K.) with an integrated force plate (1000 Hz) (AMTI BP400600HF, Advanced 
Mechanical Technology Inc., U.S.A.). 19 active skin markers (200 Hz) were attached directly to the skin and used to mark strategic 
bony landmarks of the foot and shank, similar to the Oxford Foot Model [3].  

A separate plantar pressure plate (RSscan 0.5 m Hi-End Footscan, RSscan – Beringen, Belgium) was placed over the force plate 
such that the pressure plate was entirely within the boundaries of the force plate. Pressure data were collected at 200 Hz using 
Footscan software (RSscan Footscan Gait v7, RSscan – Beringen, Belgium). Trials were completed barefoot. An opportunity to 
warm up was provided and familiarisation trials were completed until the participant was comfortable running at the desired 
speed on the runway surface (EVA foam). Feedback on the running speed was provided after each attempt. The experimental 
protocol consisted of running at a constant speed ensuring that the right foot contact was within the pressure plate boundaries. 
A trial was considered successful when the right foot contacted the pressure plate, speed was registered as 3.6 ms-1 (±5%), 
markers showed good visibility during foot contact with the pressure plate and the investigator observed no unusual movement 
during footplate contact. Ten successful trials were recorded per participant.  

Geometrically accurate 2MT and encapsulating soft tissue geometry were recreated from MR images using ScanIP software 
(Simpleware ScanIP, Synopsys, CA U.S.A.), separating cortical and trabecular tissues and segmenting only the soft tissue directly 
surrounding the 2MT. Ground reaction force data in both the vertical and anterior/posterior direction were scaled to represent 
the load under the 2MT using the mapped pressure data from the pressure plate. The angle between the 2MT head and the 
ground was calculated from the posterior and distal 2MT markers whilst the eversion angle of the foot was calculated using the 
markers at the first and fifth metatarsal heads.  

The model was assembled in Abaqus software (Simulia Abaqus, Dassault Systemes, France). Literature values [1, 6] were used to 
assign material properties to parts as described in Table 1. 

Part Young’s modulus (MPa) Poisson’s ratio 

Cortical Bone 17000 0.3 

Trabecular Bone 700 0.3 

Encapsulating Soft Tissue 1.15 0.49 

Ground Support 50000 0.1 

Table 1: Material properties of model parts 

The boundaries between tissue types were modelled as a fixed encapsulation, and the interface between the foot and the 
ground was modelled using contact elements with a coefficient of friction equal to 0.6 [1]. Loading was applied via a ground 
support structure under the soft tissue, using a total force load on the relevant faces. Final assembly can be seen in Figure 1. 

 

Figure 1: Wire model showing Left: boundary conditions (blue and orange arrows) and loading applied to ground support (pink arrows). Right: Soft tissue 
interactions (circles), floor interactions (squares) 
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A FE simulation was used to determine deformation of the tissues and corresponding stress patterns and magnitudes under the 
application of load. A mesh sensitivity analysis was conducted to ensure the stability of results and the model was validated by 
comparing peak contact stress between the foot and the ground to experimentally collected pressure data. 

Results and Discussion 
Initial sensitivity analysis results from one participant reveal the model to be sensitive to floor element number but that it does 
not increase computing cost more than a few minutes, therefore a relatively high number of floor elements can be used. The 
encapsulating soft tissues were sensitive to an increase in element number, but an increase from 33361 to 66512 elements did 
not change the stress seen in other parts of the model by more than 1%. However it did greatly increase computational time, 
therefore the lower number was chosen. The bone was found to be sensitive to changes in element number up to 10303 
elements, at which point the change in stress seen was less than 1% and the computing time increased from 110 minutes to 27 
hours. Peak floor pressure seen during the simulation was 0.4368 MPa compared to 0.4745 MPa seen experimentally, a 
difference of 8%. A maximum stress on the dorsal surface of the 2MT of 38.03 MPa (Figure 2) was seen, equivalent to 2237 µε, 
which compares well with both existing recent models showing  median strain of 1937 µε during overground running in 
minimalist shoes [5] and bone staple strain gauge data showing 1891 µε during barefoot treadmill jogging [10]. Element sizes 
corresponding to this analysis were used for all other participants. Average results from all 18 participants at the time of peak 
ground reaction force show an average maximum stress of 29.39 MPa equivalent to 1728 µε, again comparing favourably to 
strain gauge experimentation. 

 

Figure 2: stress distribution (MPa) on the second metatarsal of a single participant at midstance showing maximum stress location on the 
dorsal surface (left) and stress distribution on the plantar surface (right). 

 

Conclusions 
A FE model of the 2MT and surrounding soft tissues has been developed and initial results show the model to be stable and 
providing a good match to both experimentally collected data and previous research using models and bone strain gauge 
experiments in vivo.  
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Summary

This paper reports on several novel Finite Element (FE) structural analysis techniques to aid the efficient
design of tall slender buildings. Detailed FE analyses of structures with over 100 floors can be computationally
expensive, yet the hierarchical approach adopted here (and the mesh generator provided) offers significant
time savings to the analyst.

Using an existing FE framework (based on the CALFEM m-script library [1]) we have introduced (i) a

Master-Slave approach for 3D beam and truss elements; tying degrees of freedom (DoF) together to simulate

the membrane action of the floors, (ii) MITC [3] shell elements to represent the reinforced concrete core walls

and composite floors in regions where detail is necessary, (iii) a sub-structuring approach whereby only part of

the building is modelled in detail, and the super-elements (sub-structures) condense-out internal DoF in the

more remote zones, (iv) efficient matrix storage and solver schemes for the sparse system of equations and (v)

a bespoke 3D mesh generator. This paper introduces the hierarchical zoom-in strategy whereby an engineer

can rapidly analyse and design a local region of several (say 5) floors within the overall structure. This can

reduce the size of the governing equations by an order of magnitude. Thus the method gives rise to valuable

memory and computational run-time savings.

Introduction

There is a growing interest in constructing slender tall buildings in high-density urban environments.
As the slenderness ratio (height to base-width) increases, so the challenges for a structural engineer
increases. Consider a building with a slenderness ratio of 20:1 and 40m2 square floor plan. A frame
comprising all structural components could result in a system with 160k+ DoF. This can reduce to just
6k when the sub-structuring approach (advocated here) is adopted.
Figure 1 illustrates the zoom-in strategy by which an engineer can examine different regions of the
building in some detail while still capturing the response of the overall structure. 3D Euler-Bernoulli
beam elements are used to model the spandrel perimeter and internal beams as well as the external
columns (there are no internal columns in this example). The reinforced concrete elevator shafts (core
walls) and the composite steel-concrete floors are modelled using MITC-4 quadrilateral shell elements.
The compact Open Source FE code has been written in a way that encourages additional features to
be incorporated relatively easily.
This paper reviews the use of Multi-Point Constraints which lead to a reduced system of equations.
The paper refers to different idealisations (flexible, semi-rigid and rigid) which can be used to represent
the membrane (diaphragm) action of the floor slabs. In the accompanying presentation, we illustrate
the mesh-generator which has been developed specifically for these pencil-like buildings.
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Figure 1: Rotated view of the side elevation of a slender periodic structure. The lower two images show
the full structure and its beam representation while the upper two images illustrate the sub-structure
approach.

A Master-Slave approach (Figure 2) enables nodes which share identical (in this case, horizontal)
displacements to be eliminated from the analysis. This method can be used to simulate the various
types of diaphragm action of the floors.

Figure 2: Master-Slave approach for the diaphragm action of a floor slab.

In this example, the following compatibility equations will be satisfied

u
(i)
x = u

(m)
x − y(i)uθz

u
(i)
y = u

(m)
y − x(i)uθz

(1)

where u
(m)
x and u

(m)
y are the Master node in-plane displacements, and u

(i)
x and u

(i)
y are the Slave node

in-plane displacements. The rotation u
(i)
θz

may, or may not, be constrained depending on how the beams
and columns are physically connected to the floor system [4].

In order to make use of the sub-structuring technique, the engineer first identifies a region where a
detailed representation of the structural system is required. For example, a block of 5 floors could be
chosen as the sub-structure. The elimination of internal nodes is undertaken hierarchically [5]. The

2
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elimination process can be viewed as a transformation process, as described in the following section.
The final stiffness matrix is further manipulated (prior to solving for the unknown displacements) so as
to arrive at a form which takes account of the symmetric, banded, sparse nature of the system. This
further reduces the solution time.

In order to implement both the Master-Slave method and the sub-structuring (elimination) technique,
we make use of multi-point constraint (MPC) equations. These express the relationships between
selected DoF. The next section outlines that approach, using matrix notation.

Example of using Multi-Point Constraint Equations

We adopt the following form of the MPC equations.

[A]{d} − {g} = {0} (2)

The order of [A] is a×b where a identifies the number of DoF that are constrained (that is, those which
are tied to the free, or Master, DoF) whereas b identifies the total number of DoF in the system [2].
{d} (which is equivalent to {u} in Figure 2 above) represents the full vector of DoFs; which could be
displacements and/or rotations. {g} enables a non-zero constraint to be used. The latter is explained
through the following examples. Consider an idealised 4-noded one-dimensional structure comprising
three 2-noded bar Finite Elements (each node having just one DoF) as illustrated in Figure 3.

Figure 3: One dimensional bar with 3 Finite Elements.

If the left-most node were fixed (that is, d1 = 0) and d2 was constrained to equal d3, while d4 had
no constraint, then the following [A] matrix and {g} vector (on the left) would express the system.
Whereas, if d3 were constrained to be equal to 2d2 then the system would read as shown on the right

[
1 0 0 0
0 1 −1 0

]
d1
d2
d3
d4

 =

{
0
0

} [
1 0 0 0
0 2 −1 0

]
d1
d2
d3
d4

 =

{
0
0

}
(3)

By way of a third example, if the constraint d2 + d3 = 1 were applied, then we would have

[
1 0 0 0
0 1 1 0

]
d1
d2
d3
d4

 =

{
0
1

}
(4)

We partition (2) as follows

[
[Am] [Ai]

]{ {dm}
{di}

}
− {g} = {0} (5)

3
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where superscripts m and i again refer to the Master and Slave DoF respectively. Solving (5) for {di},
we obtain

{di} = −[Ai]−1[Am]{dm}+ [Ai]−1{g} (6)

We now write
{dm} = [I]{dm}+ {0} (7)

(where [I] is the identity matrix) such that

{d} =
{
{dm}
{di}

}
=

[
[I]

−[Ai]−1[Am]

]
{dm}+

{
{0}

[Ai]
−1 {g}

}
(8)

Making the substitutions

[T ] =

[
[I]

−[Ai]−1[Am]

]
and {g0} =

{
{0}

[Ai]
−1 {g}

}
(9)

yields
{d} = [T ]{dm}+ {g0} (10)

so that

[K]{d} = {f} → [K][T ]{dm}+ [K]{g0} = {f} → [K][T ]{dm} = {f} − [K]{g0} (11)

Pre-multiplying both sides (of the final equation on the right) by [T ]T gives

[T ]T[K][T ]︸ ︷︷ ︸
[K̂]

{dm} = [T ]T{f} − [T ]T[K]{g0}︸ ︷︷ ︸
{f̂}

or [K̂]{dm} = {f̂} (12)

Conclusions

In this brief paper it has only been possible to touch lightly on the techniques developed to enable an
engineer to rapidly undertake a linear analysis of a slender tall building (for example, static drift under
wind loading or modal dynamics). The Finite Element software can allow sub-structures specifically
tailored for such buildings (for example, bundled tubes, outriggers or external trusses) to be incorpo-
rated into the model. The approach helps reveal optimal structural solutions when undertaking both
preliminary and detailed designs of these elegant forms.
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Summary

In this work how machine learning can be combined with computational engineering to find solutions to real

practical problems of clinical interest has been discussed. The potential uses of machine learning in the context

of approximate solution to differential equations with the application to cardiovascular problems is discussed.

The paper also discusses the use of synthetic data generated to use in the training of machine learning

algorithms and parameter identification. The fractional flow reserve is used as an example to demonstrate the

use of machine learning in computational bioengineering.

Key Words: Fractional flow reserve; artificial intelligence; passive digital twin; blood flow; coro-
nary arteries

INTRODUCTION
Fractional flow reserve, a technique used to measure pressure difference across a coronary artery stenosis
in coronary catheterization, is a decisive factor used by cardiologists to evaluate the risk of performing
a percutaneous coronary intervention to treat an individual suffering from carotid artery stenosis.The
conventional invasive method used to determine FFR involves insertion of a catheter, using a sheath
and a guidewire, through the femoral or radial artery and guiding the wire with pressure sensor tip
to the coronary arteries. Recent development of passive but non-invasive FFR measuring technique
[1, 2, 4], using computational fluid dynamics, has given rise to a quick, low-cost approach for screening
of patients. It has also provided a promising platform for artificial intelligence to be introduced and
used as an alternative but robust tool to calculate FFR.
Passive digital twin is a concept of replicating a human digitally using obtained data, such as Computed
tomography scans, and creation of an off-line model to study various aspects of the body. In the present
study, discussions have been limited to replication of coronary circulation for measurement of FFR, the
parameter of interest (see Fig1).
In this work, we propose a method to predict FFR value by coupling CT scan and a passive coronary
digital twin model using machine learning. The method was developed primarily in three steps, 1)
Development of a passive digital twin model of the cardiovascular system, capable of mimicking the
coronary arterial system with geometrical and haemodynamic parameters close to that of the actual
human subject, 2) Generation of a massive virtual database for FFR results, covering a wide range of
various physiological and stenotic parameters, with the help of the digital twin model developed, 3)
Training of a machine learning algorithm using the virtual database generated and then enhancing the
prediction capability with transfer learning technique using the few actual patient FFR results.

Machine learning in fractional flow reserve
Machine learning is currently one of the most sought after technique in biomedical engineering because
of its overwhelming capability to accurately predict values and categorize health conditions in problems
where mathematical approximations cannot provide acceptable results. Given the wide prevalence of
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Figure 1: Passive digital twin of the coronary artery system

cardiovascular diseases and its link to 7.2 million deaths[5] in the world, an interest amongst academics
and industry to use artificial intelligence in treatment can be anticipated.In the case of FFR, Itu et
al [6] used machine learning to predict FFR values. A multilayered perceptron model, trained using
a database of 12,000 virtual patients developed using a one dimensional haemodynamic model, was
used in their work. A variation in anatomical parameters of the coronary arteries and the resulting
haemodynamic parameters were used to train their machine learning model.The scope for using not
just the anatomical parameters but also the cardiac parameters of the human subject, such as cardiac
output,downstream resistance and ejection fraction, to increase the accuracy of prediction still exists.
The work presented in this paper proposes a novel digital twin model that utilizes the power of machine
learning to incorporate hemodynamic conditions arising not only because of the anatomy of coronary
arteries but also cardiac condition of the subject.

METHODOLOGY

Passive Digital Twin
The passive digital twin proposed in this work primarily consists of two components,a one dimensional
haemodynamic model and a machine learning (ML) model.

One dimensional haemodynamic model
The haemodynamic model adopted in this work, is a modified version of the model proposed by Mynard
and Smolich [7]. In this work, only the coronary arterial system is of interest. The model considers
major vessels in the systemic arteries as 1-D vessel segments. The inlet of the aorta is connected to
a two chamber 0-D heart model, while the outlet of peripheral vessels connects to a three element
Windkessel model, which accounts for the micro-circulation.
Blood flow in the 1-D vessel is governed by the non-linear set of equations, eq 1 and 2. An assumption
of a flat velocity profile is used for the convective acceleration term, and a profile with boundary layer
is chosen for the viscous friction term. A viscoelastic constitutive law is chosen for the walls, which
consists of a power law model for the elastic term and a Voigt model for the viscous wall term (Eqs.
3, 4). The majority of vascular beds in this model are treated using three element Windkessel models,
which are constructed using 1) lumped compliances on the arterial side, 2) characteristic impedances
coupling any number of connecting 1-D arteries to the lumped parameter microvasculature, and 3) a
constant vascular bed resistance to represent downstream resistance from the micro-circulation. These

2
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Figure 2: Method used in the present study to develop a neural network capable of predicting
FFR

vascular beds have been incorporated in all microvasculature beds except the myocardium. For a
detailed discussion of the vascular bed modelling of myocardium, see Mynard et al. [8].
A 0-D or lumped model of heart is used in this model. Lagrange multipliers have been used to connect
1-D vessels. The connectivity between 1-D and 0-D models is performed by sharing a pressure node.
The system of equations are solved using the methodology in [3] are:

∂A

∂P

∂P

∂t
+
∂Q

∂x
= 0, (1)

ρ

A

∂Q

∂t
+
ρ

A

∂
(

Q2

A

)
∂x

+
∂P

∂x
=
−22µπQ

A2
, (2)

P − Pext =
2ρc20
b

[(
A

A0

b/2

)− 1] +
Γ

A
√
A

∂A

∂t
+ P0, (3)

b =
2ρc20

P0 − Pcollapse

, (4)

where Q is the flow rate, P is the total pressure, A is the arterial cross sectional area, t is the time,
x is the coordinate axis, ρ is the density of blood, µ is the dynamic viscosity of the blood, c is the
intrinsic wave speed and Γ is the viscoelastic parameter. The subscripts ext, 0 and collapse represent
respectively external, stress free and collapse.

Machine learning for estimating cardiac outflow
A machine learning model is used to predict cardiac outflow parameters such as ejection fraction and
cardiac output by using input parameters such as systolic and diastolic blood pressure, age, weight ,
height , pre-existing cardiac diseases and so on. The output from this ML model and other haemo-
dynamic conditions is replicated in the above systemic circulation model by varying parameters such
as elastance curve of the heart and resistances.Anatomy of the arteries used in the systemic circula-
tion model is varied using relations obtained from literature to make the geometry used more patient
oriented.

Virtual Database
Using the above developed passive digital twin model, a massive database of 20,000 virtual patients
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was generated. The anatomical conditions , such lengths and diameters of the coronary arteries and
the aortic root, and cardiac conditions, varied using parameters such as age, weight, height and so on,
were varied using random function. This lead to the generation of a database having a large set of
varying patient parameters.

Neural Network to predict FFR
A neural network, Multilayer Perceptron, comprising of 5 hidden layers was used to predict FFR value
in a particular coronary artery. All hidden layers used ’Tanh’ activation function, except for the final
layer which used ’sigmoid’ function. The input consisted of 45 parameters, such as cardiac output,
vessel radius at the occlusion and location of occlusion (see Fig2). This network was able to predict
results with levels of accuracy as high as 89%, when observed on synthetic data.

CONCLUSIONS
The proposed model has shown promising results in calculating FFR with high levels of accuracy. It
now has the potential to be tested and re-calibrated in clinical environments. The levels of accuracy
may come down by a marginal amount when used by clinicians, which will account for actual patient
data, but a re-calibration of the machine learning model using transfer learning technique can enhance
the accuracy.
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Summary

A mixed formulation for large strain-elasticity is presented. The paper extends previous developments for small

strain [1,2]. In this contribution, we approximate stresses in H-div space, with displacements, stretches and

rotations in L2 spaces. The implementation uses hierarchical approximation bases of arbitrary order. The

work is supplemented with a solution scheme that exploits the sparsity of the tangent matrix by using a

block Schur-complement solver. Two formulations are briefly described: (1) total Lagrangian and (2) updated

Lagrangian formulation for mixed elements and show that solutions are equivalent. The paper will present

numerical examples that demonstrate the accuracy of the implementation. The work was implemented in

MoFEM (http://mofem.eng.gla.ac.uk) [3].

Key Words: Mixed formulation; H-div; Large deformations; nearly incompressible; polyconvex

Introduction
A family of mixed finite elements, with stresses approximated in h-div space, has been developed
over the past few decades. The formulation of these elements promises optimal convergence for all
the approximated variables, i.e. the error reduces at a rate equal to the order of the polynomial
approximation field. Weakly enforced symmetry, i.e. where conservation of angular momentum and
linear momentum is enforced in a strong integral sense is a particularly attractive feature. This family
of elements is characterised by kinematic natural boundary conditions and static essential boundary
conditions. Moreover, the displacement field is approximated in L2 space. However, these elements
were only developed for linear elastic problems. Here we show a successful mixed element formulation
for nearly incompressible materials subjected to large strains.
Furthermore, the lower regularity of the displacement field, i.e. derivatives are not needed and so dis-
placements can be in L2 space (non-conforming elements) will enable us to have material displacements
which are caused by plastic flow, thereby providing an opportunity to unify the theory for plasticity and
configuration (Eshelbian) mechanics. However, this will form the basis of future work, which will build
on the large strain framework described in this paper.

Element formulation
Kinematics
The spatial gradient of deformation is decomposed as follows

hiJ = (∆riα∆uαβ)hI
βJ (1)

where hI is the spatial gradient of deformation at the intermediate configuration, ∆u is finite increment
of the spatial stretch tensor and ∆r is the increment of spatial rotation. An intermediate configuration
is introduced for generality, that enables a total-Lagrangian formulation when hI is fixed, and an
updated-Lagrangian when hI follows the deformation. In this paper for simplicity we use cartesian
coordinate system. Indices in large latin letters (·)IJ indicate tensor coefficients in the reference material
configuration, small Latin letters (·)ij indicate tensor coefficients in the current spatial configuration,
and greek letters (·)αβ indicate tensor coefficients in the intermediate configuration.

1
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The stretch tensor ∆u is symmetric, whereas the rotation ∆r is orthonormal and can be expressed
using an exponential map, as follows

∆r = eA = exp(A), ω = ‖ωωω‖, ωωω =
ωωω

ω
, A = εεε ·ωωω (2)

where εεε is the Levi-Civita tensor and ωωω is a pseudovector representing the axis of rotation. In this
formulation, the axis of rotation is approximated on the mesh.

Consistency
With the above decomposition at hand, starting with the consistency equation between the gradient
of deformation and the gradient of displacement, we get

(
δPI

iβ ,∆riα∆uαβ − δiβ
)

ΩI
t
−
(
δPI

iβ ,
∂∆wi
∂yβ

)
ΩI

t

= 0 (3)

where ∆wi displacements in the intermediate configuration and first Piola stress PI
iα in intermediate

configuration is

PI
iα =

1

JI
hI
αJδPiJ . (4)

where PiJ is stress in reference configuration and JI = det(hI ), yβ are coordinates in intermediate
configuration. Applying differentiation by parts to the first term in square brackets we get(

δPI
iβ ,∆riα∆uαβ − δiβ

)
ΩI

t
+
(
δPI

iβ,β,∆wi
)

ΩI
t
−
(
nI
β δP

I
iβ ,∆wi

)
∂ΩI

t
= 0 (5)

Note that kinematic constraints are enforced in a weak sense, i.e. constraints on the displacement field
are natural boundary conditions.

Physical equation
The physical equations are enforced in an integral, strong sense as follows

(δuαβ,∆riαP
I
iα −

1

JI
hI
βJ P̂αJ(∆uαβh

I
βJ))ΩI

t
= 0 (6)

It should be noted that the above equation is tested (i.e. weighted) by the variation of the stretch
tensor.

Angular momentum equation
The conservation of linear momentum is enforced (weakly) in the strong integral sense as follows

(εijγδωγ, P
I
iα∆hjα)ΩI

t
= 0 (7)

Linear momentum equation
Finally, the linear conservation equation is enforced as follow

(δwi, P
I
iα,α − bi)ΩI

t
= 0, (8)

where bi are coefficients of body force vector filed.

Element equations

2
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

(
δPI

iβ ,∆riα∆uαβ − δiβ
)

ΩI
t

+
(
δPI

iβ,β,∆wi
)

ΩI
t
−
(
nI
β δP

I
iβ ,∆wi

)
∂ΩI

t
= 0

(δuαβ,∆riα(PI
iα −

1

JI
hI
βJ P̂iJ(h)))ΩI

t
= 0

(εijγ∆hjαδωγ, P
I
iα )ΩI

t
= 0

(δwi, P
I
iα,α)ΩI

t
= 0.

(9)

Approximation Spaces
With the above equations at hand, the approximation spaces are chosen as follows

δP ∈ Vh
0(K) ⊂ Hdiv

0 (Bh
0 ) := {δP ∈ Hdiv

0 (Bh
0 ) : NjδPij = 0 on ∂Bh,σ

0 }
P̃ + P ∈ Vh(K) ⊂ Hdiv(Bh

0 ) := {P̃ + P ∈ Hdiv(Bh
0 ) : NjδPij = t on ∂Bh,σ

0 }
w, δw ∈ Pk−1(K) ⊂ L2(Bh

0 )
ωωω, δωωω ∈ Pk(K) ⊂ L2(Bh

0 )
u, δu ∈ Sh ⊂ Sk+1 := {uij ∈ Pk+1(K) ⊂ L2(Bh

0 ) : uij = uTij}

(10)

where K are non-overlapping tetrahedra covering Bh
0 , and Pk(K) is the space of polynomials of degree

k. Hdiv indicates an H-div conforming space, i.e. vectorial approximation space for which the normal
component on element faces is continuous. In this paper, finite element space for stress, after [1], is
defined as follows

V(K) = Pk(K) + curl((curlÃk(K))bK) (11)

where bK is ”matrix bubble”, and Ãk(K) is an antisymmetric matrix of homogenous polynomials of
degree k. This space can be considered as an extension of the Brezzi-Douglas-Marini element using a
bubble in H-div space. Note that, as a consequence of the properties of the matrix bubble (see details
in [1]), the space added to Pk(K) is a space of ”normal bubbles”, in the sense that they have zero
normal stress components. Moreover, one can note that the divergence of the bubble in the volume is
zero.

Linearised system of equations
Linearising the element equations (9), and applying finite element discretisation (10), the system of
equations takes the form:

0 0 Pu Pωωω Pw
0 0 Bu Bωωω 0
uP uB uu uωωω 0
ωωωP ωωωB ωωωu ωωωωωω 0
wP 0 0 0 0




δP
δB
δu
δωωω
δw

 =


rP
rB
ru
rω
rw

 (12)

where δP, δB, δu, δωωω, δw are degrees of freedom for, stresses, bubble of of stresses, stretches, axis of
rotations and displacements, respectively. To solve this system of equations, one can apply the process
of hybridisation, i.e. introduce another displacement field on the skeleton and ”break” the H-div space
for stresses. This will lead to a Discontinuous Petrov-Galerkin (DPG) formulation. However, since
MoFEM [3] has H-div spaces available, it is possible to use the Schur complement, to eliminate fields
one by one, starting from stretches, and then bubbles, to solve the system of equations effectively.

Numerical example
In this section, after [4], we analyse Cook type cantilever problem, with a polyconvex, nearly incom-
pressible Mooney-Rivlin material defined as

Wq(h,h, j) = αq(h : h)2 + βq(y : y)2 + fq(j) (13)
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Figure 1: From the left; Cauchy stress σxx distribution, σxx on cut (to compare see [4]), displace-
ment ux (to compare see [4]).

where y is cofactor y = Jh−T, j is Jacobian of h, and f is defined as follows

fq(j) = −24β ln(j)− 12α ln(j) +
λ

2ε2
(jε + j−ε) (14)

Results are presented on figure 1. The model has 1,575,600 DOFs; stresses and rotations are approxi-
mated with 3rd order polynomials, and displacements 2nd order. The DOFs for stretches and bubble
functions were solved using the Schur complement, one-by-one at element level.
The geometrical nonlinearities were linearised analytically, and the physical relation, as a function of
stretches, is linearised using automatic differentiation with ADOL-C, starting from the strain energy
function.

Conclusions
The proposed finite element formulation has excellent potential. It enables separation of nonlinearities
that allows for robust solution schemes, good quality solution of stresses, and overall low-regularity.
This will enable the unification of configurational mechanics and plasticity in the future.
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Summary

The behaviour of a granular material depends on the shape, material properties and packing of the grains.

Starting with a particle characterization, the ability to make predictions of the macroscopic behaviour of an

assembly of particles without recourse to laboratory or numerical experiments would be very useful. With this

ultimate goal in mind, this work presents some first findings of an investigation into the effects on macroscopic

behaviour of two key measures of particle shape: form and angularity. The form of a particle is quantified

using the Longest (L), Intermediate (I) and Shortest (S) dimensions of an equivalent scalene ellipsoid; A sum

of the local volumetric deviations of the particle from that ellipsoid as a ratio of the ellipsoid volume is used as

a measure of angularity. Discrete element, periodic cell simulations of ellipsoidal and realistic particle shapes

sampled from railway ballast are used to investigate mechanical behaviour in terms of critical state friction

angle. Characterization of the observed behaviour in terms of a single shape parameter is explored. It is found

that deviation of particle form from that of a sphere together with increases in angularity both lead to higher

angles of friction at critical state. It is argued that, at least to some extent, the higher critical state strength

exhibited by non-spherical particles is due to their form and/or angularity suppressing particle rotation and

leading to increased interparticle sliding, a mechanism that in comparison expends more energy.

Key Words: granular materials; railway ballast; DEM analysis; particle shape

Introduction
Particle shape is a fundamental property of a granular material. It is quantified by considering three
different aspects of shape, which generally correspond to different scales of observation and are assumed
independent: particle form, angularity and roughness. Form quantifies the overall shape, angularity
is usually considered to describe the number and sharpness of angles on the particle’s surface, and
roughness relates to the microscopic variations of the particle surface that are to some extent responsible
for interparticle friction. Form in particular is generally quantified using the longest (L), intermediate
(I) and shortest (S) dimensions of the particle along orthogonal axes. Whilst different measures of
form have been proposed, no consensus exists on whether one has an advantage over the others [2].
Following the idea first presented in [3], we describe form on the basis of an equivalent scalene ellipsoid,
here considered to be the ellipsoid that best fits, in the least squares sense, the shape of the particle.
Its axes are taken to represent the dimensions S, I and L. We adopt the framework of [6, 7, 8], where
particle form is uniquely defined by two parameters: platyness α = 2(I−S)/(L+I+S) and elongation
ζ = (L− I)/(L + I + S), with 0 ≤ α ≤ 1 and 0 ≤ ζ ≤ 1. All possible ellipsoids plot in α − ζ space
within the triangle of Figure 1. In a further departure from customary practice, we define as angularity
the sum of the local volumetric deviations of the particle’s shape from its equivalent scalene ellipsoid,
divided by the ellipsoid’s volume [5].
To investigate the effect of these three measures, we perform DEM simulations of triaxial compression
(employing periodic boundaries) on granular assemblies representative of ballast particles. We use the
method of potential particles [4], which allows modelling of (almost) arbitrary shapes.

Method
Models were created, each using particles of a single form and angularity. The particle size distribution
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(PSD) was representative of railway ballast; to determine the PSD, 5 different sizes between the
maximum and minimum gradation curves for railway ballast as defined in [1] were created for each
model, keeping I equal to the respective sieve size. The total volume contained within each model was
kept as close to 0.2m3 as possible, although obtaining a meaningful number of particles meant larger
volumes were needed for the very elongated particles. The number of particles contained within each
model varied with particle shape, however this is also the case with specimens of fixed dimensions used
in physical tests. To create a model, a number of particles were randomly dispersed within 3D space to
a target initial void ratio of 2.0. The particles themselves were given random orientation to remove any
bias in the initial conditions. The model was then subjected to isotropic compression using zero gravity
and zero inter-particle friction. Once a void ratio of 0.65 were reached, isotropic stress of 100kPa was
applied to the boundaries and the model was allowed to reach equilibrium. At that point inter-particle
friction was reintroduced and the model was subjected to triaxial loading, where the lateral boundaries
were stress controlled at 100kPa. The top boundary moved downwards at a constant axial strain rate.
Table 1 shows the different model parameters that where used.

Properties Value
Particle Density 2700Kg/m3

Interparticle Friction Angle 30 degrees
Particle Young’s Modulus 40 GPa
Particle Poison’s Ratio 0.3

Table 1: Material Properties

Two sets of simulations were carried out: the first with a wide range of forms using ellipsoidal particles
(zero angularity); the second with constant form, but varying angularity. For the latter set, four
particles, spanning the range of forms for a measured railway ballast, were selected and, for each, a
range of new numerical particles was then created, interpolating between the scanned particle and its
equivalent scalene ellipsoid. The new particles were modelled using overlapping clumps of between 100
and 1000 spheres.

Results
Figure 2 presents a plot of friction angle at critical state φ′

crit as a function of particle platyness and
angularity. Each point represents the result of a model consisting of ellipsoids with the corresponding
form. The results can be fitted reasonably accurately by a plane, which is also plotted, showing that
φ′
crit varies linearly with α and ζ. Evidently φ′

crit depends on a single parameter, corresponding to
the distance along the direction of the maximum gradient of this plane. This parameter is equal to
F ′ = (1.0166 · L− 0.0333 · I − 0.9834 · S)/(L+ I + S) or, acknowledging that the contribution of I
is very small compared to the contributions of L and S, which are practically equal:

F =
L− S

L+ I + S
(1)

We call the parameter defined by Equation 1 the effective form of a particle, in the sense that it suffices
to predict (at least for ellipsoidal particles) the strength of the aggregate. Figure 2 shows a plot of φ′

crit

vs F , along with the linear best fit and the 95% confidence intervals, demonstrating a tight correlation.
Figure 3 shows the friction angle at critical state plotted against the angularity and the effective
form, F , for the clumped-sphere particles together with the ellipsoid data from Figure 2. Once
again, a plane can be fitted reasonably well to the data and a further parameter can be defined as
Fa = F + 1.21× angularity ≈ F + (6/5)× angularity, corresponding to the distance along the maxi-
mum gradient of the plane. Figure 3 shows a plot of φ′

crit vs the angularity-augmented effective form,
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Figure 1: The platyness α = 2(I − S)/(L + I + S) vs. elongation ζ = (L − I)/(L + I + S) space,
with a description of the corresponding forms.
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Figure 2: Friction angle at critical state for ellipsoidal particles, as a function of: particle platyness α
and elongation ζ (left); effective form F (right).

Fa, along with the linear best fit and the 95% confidence intervals, demonstrating a similarly tight
correlation between strength and Fa.
As already shown in [6, 7, 8] for some of the models also presented here, the higher φ′

crit exhibited
by non-spherical and/or angular particles is due to their form and/or angularity suppressing particle
rotation and leading to increased interparticle sliding, a mechanism that in comparison expends more
energy. Although the relevant micro-mechanical analyses are pending for the angular particles used
here, it is expected that the same mechanism is responsible for the observed behaviour.

Conclusions
Discrete element simulations were used to investigate the dependence of the friction angle at critical
state, φcrit, on the form and angularity of particles. Simulations with ellipsoids showed a very strong
correlation between φcrit and a single parameter of effective form, approximated by (L−I)/(S+I+L)
(in which S, I and L are the shortest, intermediate and longest dimensions of the ellipsoid). A second
set of simulations added increasing angularity to particles of constant form (modelled with clumps
of overlapping spheres). The results demonstrated a reasonably linear dependence of φcrit with both
angularity and effective form, enabling the definition of a single augmented-form parameter, with a
strong correlation to φcrit.
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Figure 3: Friction angle at critical state for both sets of particles, as a function of: angularity and
effective form (left); angularity-augmented effective form Fa (right).
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Summary

Self-compacting concrete, known as SCC, has been continuously growing since its invention. Due to its massive
production and wide application, a more accurate and quantified understanding on SCC rheology is highly
required. It’s known that flow behavior of fresh concrete can be described by Bingham Model. But, a reliable
way to obtain relative parameters (yield stress and viscosity) is still absent, despite of the various proposed
solutions. As a result, the industry chooses to rely on the indicative measures of some robust workability tests.

Based on this knowledge, a systematic study was carried on by numerical simulation to investigate the
relationship between SCC rheology and workability test performance. The former covers the commonly used
concrete, where yield stress varies from 10 to 500 Pa and the plastic viscosity from 10 to 100 Pa·s. The latter
tests includes slump flow test and modified-cone outflow test. This study confirms that the workability tests of
fresh concrete are monotonically related to the rheological properties of concrete. In addition, an easy-to-use
chart is established to accurately quantify concrete rheology from workability tests.

At last, as an example to apply this chart, construction process of a 6-meter high diaphragm wall is

simulated, where the rheological parameters of placed concrete are determined according to workability test

results by referring this chart. To shown construction process, 9 representative parameter combination are

chosen, and the simulation result shows the distribution of those different concretes.

Key Words: SCC; concrete flow; workability test; numerical modeling; Bingham fluid; com-
putational fluid dynamics

1. Background
Self-compacting concrete (SCC), invented in Japan during 1980s, has the ability to flow freely under its own
weight. So it’s usually applied in the situations where external compaction is not available. Nowadays, the
increasing importance of this type concrete has been demanding deeper understanding on its flow behavior to
serve for variety of complicated practices. It’s already accepted that the flow performance of fresh SCC can
be captured by Bingham model (Figure 1), which contains two parameters yield stress (τ0) and viscosity (µ).
In the past decades, researchers have proposed various solutions to measure these two values.

Rheometers such as BML viscometer[1] and ICAR[2] are equipments invented to measure τ0 and µ of SCC

directly. But their disadvantage is that readings from different rheometers vary greatly[3]. Besides, for practical

usage, rheometer is expensive and hard to perform on site. Because of that, various empirical, theoretical or

numerical solutions were developed to measure τ0 and µ. Kokado[4], Roussel[5] and Bouvet[6] proposed different

equations to quantify the relation between τ0 and spread diameter of slump flow test, while introducing different

factors respectively. Roussel and Le Roy[7] also established another equation to link discharge time of Marsh

cone with τ0, µ and cone shape. There are also some researchers[8] treating the concrete as a homogeneous

particle-fluid suspension, and proposed several formulas to predict viscosity according to concrete components.

At last, numerical simulations[6,9,10] of different workability tests also have been performed in various ways

to match the real test and propose the suitable rheological parameters. Despite the various research works

summarized above, no general agreement has been reached on how to determine µ andτ0 for fresh concrete.

The analytical approaches are based on various assumptions and simplifications, limiting their applicability

to specific conditions. Moreover, the analytic predictions provide only rough approximations to the concrete

rheology, and not suitable for accurate quantification. There have been some interesting numerical works, but
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Figure 1: Concept of
Bingham Model

Figure 2: Apparatus of
Slump Flow Test

Figure 3: Apparatus of
Modified-cone Outflow

Test

they are mainly feasibility studies focusing on modeling methodology instead of the quantification of concrete

rheology.

2. Methodology
In view of above knowledge, this study systematically investigated in a quantified manner the relationship
between rheological properties of fresh SCC and their performance in workability tests including slump flow
tests and modified-cone outflow test (Figure 2 and 3). The modified-cone outflow test is a newly introduced
equipment trying to replace V-funnel test as it’s not adequate for high yield stress concrete. This investigation
involves a series of numerical simulation on both tests, and the methodology can be concluded into 4 steps

The first step is numerical modeling. Balancing between effectiveness and accuracy of current CFD
solutions, FVM approach is adopted. In addition, the volume of fluid (VOF) model is chosen for multiphase
flow. Before starting the massive simulation, resolution requirement and suitable mesh size should be carefully
calibrated. The accuracy for slump flow test simulation is determined to 1 cm, while for the other it’s 0.1 s,
which are both in accordance with workability test specifications. What’s more, to minimize the influence of
mesh size on simulation, mesh convergence check should be performed for each test to find the best structured
mesh. When above requirements are all satisfied, the models are ready for simulation.

The second step is massive simulation. To cover all the commonly used concrete, 11 levels of yield stress
and 10 levels of viscosity are chosen for each test simulation, which counts 220 cases in total. The former
values include 10, 50, 100, 150, 300, 350, 400, 450, 500 Pa, and the latter includes 10, 20, 30, 40, 50, 60,
70, 80, 90, 100 Pa·s. To record the whole flow process, data of every time step is recorded.

The third step is data processing. Simulation result from second step could provide various indices, but
only the simplest one of either test is extracted for analysis, which are spread diameter (D) for slump flow
test, discharge time (t′n) for modified-cone outflow test. As there are only 2 parameters in Bingham model,
theoretically, results given by two different tests should be enough to determine SCC properties. Therefore,
an easy-to-use graph could be generated to quantify this corresponding relationship.

The fourth step is to simulate a diaphragm wall as an example to apply the graph proposed in third step.

Knowing testing result of slump flow test and modified-cone outflow test, the rheological properties of SCC

can be obtained by referring to the graph. Then, choose 9 representative combination of (τ0, µ) to simulate

the variation of commonly used SCC, and place them into the diaphragm wall at different simulation time.

The simulation will output the final distribution of all these concretes.

3. Result
The influence of yield stress and viscosity on 2 workability tests are plotted in Figure 4 to 7. It shows, for slump
flow test, D is mostly determined by τ0, but when τ0 is small, µ also cannot be neglected. For modified-cone
outflow test, both τ0 and µ have significant influence on t′n. Now, considering that, for both workability tests,
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they share the same set of parameter input (τ0, µ), and output a corresponding set of (D, t′n). Based on
this idea, Figure 8 can be plotted. In it, there are two groups of curves on which the cases share either the
same τ0 or µ (”YS” means yield stress, ”VIS” means viscosity). Referring to this graph, rheology properties
of certain SCC can be easily obtained once their workability tests were done.

According to the testing result of commonly used SCC, 9 pairs of representative values are chosen for (τ0,

µ). Referring Figure 8, the corresponding rheological properties are decided. Then, the construction process

of a 6-meter high diaphragm wall (geometry in Figure 9) is simulated. Its dimension is 6.2 m×1m×6 m, and

the rebar diameter in rebar cage is 30 mm. The concrete is placed through its two tremies, which are modeled

in square shape to reduce meshing work. The final distribution of 9 type SCC in the cross sections of left half

diaphragm wall is shown in Fig. 10.The number on top of each section is the distance from this position to

the left surface, and different color means different type of SCC.

Figure 4: Impact of µ
respecting to D

Figure 5: Impact of τ0
respecting to D

Figure 6: Impact of τ0
respecting to t′n

Figure 7: Impact of µ
respecting to t′n

Figure 8: Relationship
between (D, tn) and

(τ0, µ)

Figure 9: Geometry of
Diaphragm Wall

3. Conclusions
The key aim of this study is to quantify the relationship between the flow behaviour of SCC and its rheological

properties. Comparing with previous work, method of this study has the following advantages. Comparing

with solution by experiments, the unpredictable variation of concrete mixture can be avoided by numerical

method; comparing with theoretical solution based on different kinds of assumptions, this method is more

realistic; comparing with previous various numerical work, this study gives a systematic and practical result.
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Figure 10: Distribution of 9 types of SCC in Cross Sections of left-half Diaphragm Wall

The following are main conclusions of our study. (1) For both tests, the influence of yield stress in nonlinear,

while the viscosity is linear. (2) In space formed by orthogonal D and t′n, two groups of curves can be plotted,

and they form a closed net. They represent the test performance of concrete with constant yield stress or

viscosity respectively. This figure can be used to determine concrete properties based on test result of slump

flow test and modified-cone outflow test. (3) The proposed figure can be used to determine concrete properties

which can be used to simulate the pile simulation.
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Summary

Hydrogen is ubiquitous, diffuses rapidly through the crystal lattice, and drastically reduces the ductility and

fracture toughness of metals. The sensitivity to hydrogen damage increases with material strength and hydro-

gen related failures are now pervasive in the energy, defence, transport, and construction sectors. The preven-

tion and modelling of hydrogen-induced fracture requires capturing multiple micro-mechanical and chemical

phenomena across a wide range of scales. We aim at this elusive challenge by developing a coupled deformation-

diffusion-fracture multiphysics finite element framework. The model builds upon (i) a variational phase field

description of crack nucleation and growth; (ii) a stress-driven mass diffusion law for hydrogen transport;

(iii) an enriched characterization of crack tip fields through higher order strain gradient plasticity; and (iv) a

first principles based fracture energy dependence on hydrogen concentration. The coupled problem is solved

in an implicit time integration scheme, where displacements, plastic strains, phase field order parameter and

hydrogen concentration are the primary variables. Crack initiation and growth is computed in a number of con-

figurations as a function of the material properties, the loading conditions and the environment. Computations

reveal a good agreement with experiments, highlighting the predictive capabilities of the model. In addition, we

showcase the capabilities of the model by addressing engineering case studies with complex loading conditions

and crack trajectories. The finite element code developed can be downloaded from www.empaneda.com/codes

Key Words: Phase field; Hydrogen embrittlement; Fracture; Finite element analysis; Strain gra-
dient plasticity

A phase field formulation for hydrogen embrittlement
Alan Arnold Griffith’s energy-based analysis of cracks in 1920 is considered to be the birth of the field
of fracture mechanics [1]. Consider a cracked solid with strain energy density Ψ(ε), which is a function
of the strain tensor ε. In the absence of external forces, the variation of the total energy Π due to an
incremental increase in the crack area dA is given by

dΠ

dA
=

dΨ(ε)

dA
+

dWc

dA
= 0 (1)

where Wc is the work required to create new surfaces. The last term is the so-called critical energy
release rate Gc = dWc/dA, a material property that characterizes the fracture resistance. Accordingly,
Griffith’s energy balance can be formulated in a variational form as

Π =

∫
Ω

Ψ (ε) dV +

∫
Γ

Gc dΓ (2)

with V denoting the volume of the solid and Γ being the crack surface. The latter is unknown, hindering
minimization of (2). A phase field order parameter φ can be used to track the crack interface, see Fig.
1. This phase field parameter φ is a damage variable that takes the values of 0 in an intact material
point, and of 1 in a fully cracked material point. As in continuum damage mechanics, a degradation

1
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function g (φ) = (1− φ)2 is defined that diminishes the stiffness of the material with evolving damage
[2]. Accordingly, the total potential energy functional can be formulated as

Π` =

∫
Ω

{
(1− φ)2 Ψ (ε) +Gc

(
1

2`
+
`

2
|∇φ|2

)}
dV (3)

(a) (b)

Φ(x,t)
Φ = 1

Φ = 0

l

l� �

��

Figure 1: Schematic representation of a solid body with (a) internal discontinuity boundaries, and
(b) a phase field approximation of the discrete discontinuities.

The work required to create a cracked surface, Γ, is now expressed as a volume integral, making
the problem computationally tractable. As shown by Γ-convergence, the regularized functional Π`

approaches the functional of the discrete crack problem Π for ` → 0 [3]. We follow Mart́ınez-Pañeda
et al. [4] and define the fracture energy as a function of the concentration of hydrogen, Gc(c), with

Gc(c) = (1− χ)Gc(0) (4)

where χ is a damage coefficient that characterizes the degradation of bonding strength due to the
presence of hydrogen atoms. The value of χ can be inferred from atomistic calculations of surface
energy degradation with hydrogen occupancy.

Stress-assisted diffusion of hydrogen
Mass conservation requirements relate the rate of change of the hydrogen concentration c with the
hydrogen flux J as

dc

dt
+∇ · J = 0 (5)

where t denotes time. Hydrogen diffusion is driven by the gradient of the chemical potential ∇µ, with
the mass flux following a linear Onsager relationship

J = −Dc
RT
∇µ. (6)

Here, D is the diffusion coefficient, R is the universal gas constant, and T is the temperature. The
chemical potential depends on the hydrostatic stress σh, the partial molar volume of hydrogen V̄h, and
the occupancy of lattice sites θL as

µ = µ0 +RT ln
θL

1− θL
− V̄hσh (7)

with µ0 denoting the chemical potential in the standard case. Consider the relation between the
occupancy and the number of sites θL = c/N , and assume low occupancy (θL � 1) and constant
interstitial sites concentration (∇N = 0) [5]; Eq. (6) can be reformulated as

J = −D∇c+
Dc

RT
V̄h∇σh (8)
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Thus, hydrogen atoms diffuse from regions of high chemical potential to regions of low chemical
potential, and hydrostatic stresses increase hydrogen solubility by lowering the chemical potential. The
role of hydrogen trapping is accounted for by means of the Langmuir-McLean isotherm.

An implicitly multiscale description of plastic deformation
Crack tip stresses are key, as cleavage fracture is stress-controlled and σh governs diffusion towards the
fracture process zone [6]. We make use of strain gradient plasticity theory to accurately estimate the
stress levels at the small scales involved in crack tip deformation, see Ref. [7] for details. Adopting
a small strain formulation, the total strain ε is the symmetric part of the spatial gradient of the
displacement rate ε = sym∇u, and decomposes additively into an elastic part, εe, and a plastic part,
εp. Write σ as the Cauchy stress, q as the so-called micro-stress tensor and τ as the higher order
stress tensor. For a solid of volume V and surface S, the principle of virtual work reads,∫

V

(σ · δεe + q · δεp + τ · ∇δεp) dV =

∫
S

(T · δu+ t · δεp) dS (9)

Write σ′ as the deviatoric part of σ, and write n as the unit outward normal to the surface S. Then,
upon making use of the Gauss divergence theorem, equilibrium within V reads

∇ · σ = 0

∇ · τ + σ′ − q = 0 (10)

for, respectively, the primal kinematic variables u and εp. Accordingly, the corresponding conventional
and higher order tractions respectively read T = σn and t = τn.

Coupled finite element implementation
The coupled problem is solved in an implicit time integration scheme, with the nodal unknowns being the
displacements u, the plastic strains εp, the phase field parameter φ and the hydrogen concentration
c. The residuals and the associated components of the consistent stiffness matrix are obtained by
discretising the weak forms of the fracture, diffusion and mechanical laws. The hydrostatic stresses
drive hydrogen diffusion, which in turn degrades the fracture resistance. A penalty approach is employed
to model moving chemical boundary conditions that capture how the environment (hydrogen gas or
the liquid electrolyte) promptly enters into contact with the new surfaces created with crack advance.

Representative results
We mimic the experiments by Olden et al. [8], and compute the time for crack initiation in single-edged
notched specimens immersed in sea water and subjected to different constant net stresses σnet. The
samples are made of duplex stainless steel, with the material properties described in Ref. [8], and
we characterize the environmental conditions by prescribing a hydrogen concentration of 1 wppm at
the outer surfaces. The mechanical load is insufficient to trigger fracture at the beginning of the test
but as hydrogen accumulates in the fracture process zone, Gc is reduced and cracking initiates. The
crack is shown in Fig. 2a, where blue and red colors correspond to the completely intact and the fully
broken state of the material, respectively. See Ref. [4] for other examples involving complex crack
paths. As shown in Fig. 2b, the numerical predictions accurately capture the increase in time to failure
with diminishing σnet. Furthermore, predictions can be obtained for large time scales, unattainable in
laboratory testing, enabling to identify the net stress level below which cracking will not occur.
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Figure 2: Cracking of single-edged specimens immersed in sea water and subjected to a constant
load: (a) crack trajectory, and (b) net section stress versus time to crack initiation.

Conclusions
We present a mechanistic deformation-diffusion-fracture modelling framework for predicting hydrogen
assisted cracking. The model captures the ductile-to-brittle transition observed when metals are exposed
to hydrogen and enables large scale multiphysics predictions in complex scenarios resembling those
inherent to engineering practice.
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Summary

We present a higher-order immersed b-spline finite element technique suitable for parametrically described

complex solid geometries. Prevalent parametric representations in industry include the trimmed NURBS from

CAD and the STL meshes from polygonal modelling. For discretisation we use non-boundary-conforming

tensor-product b-splines and enforce the Dirichlet boundary conditions with the Nitsche technique. The cells

intersected by the parametric bounding surface are first tesselated using a marching tetrahedra algorithm,

and the linear tetrahedra are subsequently degree elevated and fitted to the curved bounding surface. This

process relies on repeated and efficient interrogation of the parametric surface, i.e. ray-surface intersection

computations. To this end, we consider two complementary robust interrogation approaches. In the first, for

STL meshes a ray-triangle intersection algorithm and for NURBS novel non-iterative interrogation techniques

from CAD are employed for computing the intersection in one shot. In the second approach, the finely

tesselated parametric solid is first implicitised on an auxiliary tensor-product grid with a similar resolution

(up to 20003 cells). The subsequent interrogation of the implicit geometry on the auxiliary grid becomes

straightforward. In this second approach the boundary approximation errors are controlled by the ratio of the

cell sizes of the auxiliary and computational simulation grids. The robustness and accuracy of the developed

approach are demonstrated with a number of benchmark examples and industrial geometries.

Key Words: immersed finite elements; b-splines; parametric solids; NURBS; STL

Introduction
In industrial settings, geometry is commonly represented using parametric CAD boundary descriptions
e.g. trimmed NURBS and the STL meshes. The analysis of such geometry requires the generation
of a good quality boundary-fitted meshes through an error-prone meshing procedure. The difficulty of
the meshing process is the primary motivation behind an emerging class of numerical methods that
work without boundary-conforming discretisations. Immersed, or embedded, method describes the
domain boundary as the zero-contour of an implicit signed-distance function. The implementation of
immersed method in the context of finite element is extensively demonstrated in, for example [1, 2].
The introduced method uses a logically Cartesian embedding grid to facilitate the use of tensor product
b-spline basis functions for approximation. This construction allows the physical domain boundary to
intersect the Cartesian grid cells and the basis functions in an arbitrary way. It is therefore obvious that
the recovery of the geometry in the cut-cells becomes a crucial step in the computation of the integrals
appearing in the weak form. The recovery process greatly relies on a repeated interrogation of the
enclosing boundary. This paper will discuss our implementation of efficient interrogation techniques
suitable for the parametric bounding surface.

Immersed b-spline finite elements
We consider the weak formulation of the Poisson equation as: Find u ∈ H1(Ω) such that∫

Ω

∇u·∇v d Ω+γ

∫
ΓD

(u−u) v dΓ =

∫
Ω

f v d Ω+

∫
ΓN

g v d Γ+

∫
ΓD

(
(u−u)n·∇v+(n·∇u) v

)
d Γ (1)
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for all v ∈ H1(Ω). In the present work the solution field and the test functions are discretised using
uniform b-splines that are defined on a regular tensor-product grid. The approximation of the solution
u and test functions v with the b-splines of degree µ reads

uh(x) =
∑
i

Bµ
i (x)ui and vh(x) =

∑
i

Bµ
i (x)vi , (2)

where d-tuple i = {i1, . . . , id} is a multi-index for numbering the knots. The problem domain Ω ∈ Rd

is contained within a sufficiently large tensor-product grid domain Ω� ∈ Rd, i.e. Ω ⊂ Ω�. In the above
formulation, the Dirichlet boundary condition is enforced using the Nitsche method [3].

The grid cells are categorised into active, inactive, and cut depending whether the cell is fully in-
side, outside or being intersected by the enclosing boundary surface. While integration over active
cells is straightforward, the integral evaluation over the cut-cells requires special treatment. We firstly
indicate whether the cut-cell is a non-standard cut-cell. A cut-cell is classified as non-standard when
it contains sharp crease/corner based on the criteria in [4] or when its edges are intersected more
than once by the boundary. A standard cut cell is simply tesselated using marching tetrahedra and
subsequently degree elevated and fitted to the curved bounding surface. The non-standard cut-cell is
reconstructed using a novel bottom-up octree with refinement up to 25× 25× 25 cells. Small cut-cells
lead to the system matrix conditioning problems and is robustly handled using an extrapolation scheme
introduced in [5].

Extention to complex parametric geometry
We firstly define a scalar-valued implicit signed-distance function as

φ(x) =


dist(x,Γ) if x ∈ Ω

0 if x ∈ Γ

− dist(x,Γ) otherwise ,

(3)

where dist(x,Γ) = miny∈Γ |x − y| is the shortest distance between the point x and the surface Γ.
We refer the process of obtaining scalar field φ(x) from a parametric geometry description as implici-
tisation. When the surface is represented with low-order triangular facets, such as STL meshes, the
implicitisation comprises of simple interrogation for each surface facet based on a ray-triangle inter-
section algorithm. However, the signed distance function may contain large numerical error when the
triangular facets are slivers. A more robust approach is the scan conversion algorithm explained in [6].
The algorithm creates a closest point transform (CPT) and is able to avoid ambiguous sign identifica-
tion when the closest surface feature is an edge or a vertex of the facetted surface representation.

When the enclosing boundary surface is represented with spline, such as NURBS, we consider two
approaches for surface interrogation. The first approach is a novel non-iterative interrogation tech-
nique as elaborated in [7] and more recently in [8]. The process requires a computation of an implicit
matrix of the Bézier representation of the surface. This therefore eliminates the use of an iterative
root finding such as Newton’s method where convergence is not guaranteed. The second approach is
to refine the boundary representation and subsequently implicitise it on a fine auxiliary tensor product
grid with resolution up to 30003 cells. In this approach, the boundary approximation error depends
highly on the ratio of the cell sizes of the auxiliary and computational simulation grids.

Figure 1 depicts the application of the algorithm for a complex engineering problem. The geom-
etry of the turbine rotor is given as STL meshes exported from a parametric CAD system. The

2
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immersed b-spline finite element analysis of the turbine is performed on a tensor product grid with size
180×90×180 cells. A finer auxiliary grid with resolution 2880×1440×2880 is utilised for computing
the signed-distance function. The auxiliary grid is then efficiently represented as a sparse grid with the
highest accuracy within a narrow band of 20 voxel size from the surface. The turbine is subjected to
an initial tangential loading with variation along its radial axis. The result of the analysis shows that
the largest displacement occurs at the tip of the blades.

(a) (b) (c)

Figure 1: Representative application of the proposed immersed finite element approach. (a) The
initial geometry of the turbine is given as a STL mesh that has been exported from a CAD system.
The resolution of the STL mesh has been chosen relatively coarse so that the mesh is discernible.
(b) Implicit representation of geometry computed on a 2880 × 1440 × 2880 sparse uniform grid
as a narrow band level set. (c) Reconstructed higher order finite element representation and
computation results on a 180× 90× 180 uniform grid.

Conclusion
The introduced extension of the immersed b-spline finite element includes two complementary interro-
gation techniques for parametric geometry. The first is based on ray-triangle intersection and closest
point transform algortihm which is more suitable for a facetted representation. The second, aimed for
spline surface, exploits a non-iterative interrogation technique and a geometry refinement implicitised
on a much finer auxiliary grid. The proposed approach is robust for a complex engineering geometry
with sharp creases and corners represented with poor quality STL meshes.
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Summary

The modelling of folded plates with displacement-based shell elements introduces an incompatibility that

leads to inaccuracy compared to high fidelity models based on 3D continuum finite elements. This issue arises

regardless of whether drilling rotational degrees of freedom are used, though the focus of this paper is on

shell finite elements that exclude drilling DoF. In this paper, the dominant factor causing inaccuracy in the

conventional-shell-based models of folded plates is recognised as the incompatible rotations of the normal on the

two sides of the intersection. Towards resolving this uncoupling issue, a 3-noded coupling element utilising an

augmented continuous Lagrangian multiplier approach is introduced to impose a continuous constraint on the

product of the corresponding tangential rotations and the thickness of shells on the two sides of the intersection.

Several numerical studies comparing shell-based models to high fidelity solid-based models are performed,

through which the significance of the discontinuity in the shell-based folded structure is demonstrated, and

the effectiveness of the proposed coupling element is verified.

Key Words: folded plates; conventional shells; augmented continuous Lagrangian multiplier method;
coupling elements

Introduction
Conventional shell theory based on two rotational parameters has been extensively studied and generally
applied to smooth plate problems. However, when the smoothness assumption no longer holds and
three independent rotations have to be included at one node, conventional shell theory fails to accurately
capture the true kinematic configuration along the intersection. The modelling of folded plates was
considered previously by introducing a drilling DoF [1], though such DoFs are not generally necessary or
meaningful for modelling the smooth regions. In this paper, the most significant source of inaccuracy
is identified as the incompatibility of longitudinal displacement within the intersection, which exists
regardless of the consideration of the drilling DoF.
This incompatibility of longitudinal displacement is illustrated in Figure 1a, where a folded plate is
represented by 4-noded shell elements that are directly connected along the mid-plane intersection.
The initial and deformed configurations of two nodal strips orthogonal to the intersection are shown
in Figures 1b-1c, respectively. A clear discontinuity can be observed for the overlapping region over
the re-entrant corner due to the uncoupled tangential rotations, such discontinuity becoming more
significant for plates with a greater thickness.

(a) Configuration of 4-noded
shell model of folded plate

(b) Undeformed configuration of
two strips

(c) Deformed configuration of two strips
after uncoupled tangential rotations

Figure 1: Discontinuity in folded plate model with uncoupled tangential rotations on the intersection

1
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A 3-noded coupling element imposing a constraint on the product of the corresponding tangential
rotations and the thickness of shells is introduced to resolve this longitudinal displacement discontinuity.
This coupling element is to be employed along the intersection of two non-smoothly connected shell
elements, as shown in Figure 2. The discrepancy within the intersection is determined by utilising the
orientation vectors along the intersection, the mid-surface normal vectors of shells and the thickness
of shells on the two sides of the intersection. A constraint is subsequently applied to eliminate the
discrepancy by employing a continuous augmented Lagrangian multiplier approach. Details of the
kinematic relationship of the involved vectors and the weak form of the constraint are presented in the
following sections.

Kinematics of Coupling Element
For consistency, in all the equations below the i subscript refers to the ith shell and the j subscript
refers to the jth node. The unit orientation vector cj in the longitudinal direction at each node is
obtained by the derivative of the interpolated translational displacement field with respect to the local
natural coordinate:

cj =
X̄,ξ∥∥X̄,ξ

∥∥
∣∣∣∣∣
ξ=ξj

(j = 1, 2, 3) (1)

where X̄ is the continuous displacement field interpolated with the translational DoFs on the coupling
element in the current configuration, and ξ is the natural coordinate axis on the 1D system.

The normal vectors employed by the coupling element are intrinsic mid-surface normal vectors on
both sides of the folded plate, which are generated by the conventional displacement-based 9-noded
shell elements [2]. A standard approach based on the incremental rotation method is employed for
the update of the normal vectors [3]. At the start of nonlinear analysis, the mid-surface normal
vector n0 at each node of the shell element is obtained based on the initial configuration of the shell
element. In subsequent incremental steps, the current normal vector is updated by the multiplication
of a transformation matrix and the normal vector at the end of the previous step:

inj = irT · ino
j (i = 1, 2; j = 1, 2, 3) (2)

where inj and in
o
j are the current and previous normal vectors on the shell elements, as shown

in Figure 3, and irT is a second-order orthogonal rotation matrix defined by incremental rotational
DoFs, as proposed in [3].
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Figure 2: Deformed configuration of a coupling
element with two connected shell elements
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Constraint Function and Weak Form
The longitudinal displacement at the outer fibre of a plate can be obtained by projecting the vector
along the normal nj with a magnitude of (t/2) along the longitudinal orientation vector cj . Hence, a
nodal constraint function at node j is given as below to eliminate the discontinuity in the longitudinal
displacement over the re-entrant corner between the two shells on either side of the intersection:

gj = 1t · cTj · 1nj − 2t · cTj · 2nj (j = 1, 2, 3) (3)

where 1t and 2t are the thickness of shells. Note that the factor of (1/2) in (t/2) is omitted for
convenience, given that the objective constraint value is zero.

The constraint in Eq. (3) is introduced in the weak form of the global boundary value problem by
constructing an augmented Lagrange multiplier formulation [4]:

ΠALM =

∫
L

λ · g +
1

2
· ε · g2 ds0 =

∫ 1

−1

(
λ · g +

1

2
· ε · g2

)
·
∥∥X̄0

,ξ

∥∥ dξ (4)

where g and λ are the continuous constraint function and continuous Lagrangian multiplier field inter-
polated by the nodal values based on a second-order shape function, ε > 0 is the penalty parameter,
X̄0 is the interpolated continuous displacement field in the previous configuration.

The global stiffness matrix and global nodal force are subsequently obtained by the first and second
partial derivatives of Eq. (4) with respect to the corresponding DoFs and the Lagrangian multipliers.

Numerical Examples
Three multi-folded roof-like structures subject to torsional action in the intersection are simulated in
ADAPTIC [5], including a 50mm thick 4-fold plate, a 100mm thick 4-fold plate and a 100mm thick
6-fold plate, as shown in Figure 4. These structures are clamped supported on one edge and subject to
point loads at corners on opposite edge, as depicted in Figure 4a. For each structure, three models are
considered: A) conventional model with displacement-based 9-noded shell elements [2]; B) a similar
model with 9-noded shell elements but employing 3-noded coupling constraint elements along the folds;
and C) a high-fidelity model with 20-noded 3D brick elements.

P

P

(a) 50mm thick 4-fold plate (b) 100mm thick 4-fold plate (c) 100mm thick 6-fold plate

Figure 4: Configuration of three models by solid elements

The convergence of strain energy for models of the 50mm thick 4-fold plate and the error of strain
energy in the converged shell-based models compared to the high-fidelity solid based models are depicted
in Figures 5-6, respectively. From Figure 5, it can be observed that a tangible reduction in stiffness is
incurred by the conventional shell model in comparison with the high-fidelity model, as manifested by
a greater strain energy. On the other hand, the proposed approach based on coupling the tangential
rotations in shell models achieves a significant improvement, as demonstrated by a substantial reduction
of the error in the strain energy. Comparing the converged results obtained from the different models in

3
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Figure 6, proportional increases in error of the conventional shell-based models are observed when the
thickness is doubled or the number of folds is increased. In contrast, the proposed coupling approach
effectively maintains an error below 1.5% for all folded structures.
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Figure 5: Convergence of strain energy of the
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Figure 6: Error of strain energy in shell-based mod-
els compared to high-fidelity 3D continuum models

Conclusions
This paper identifies the longitudinal displacement discontinuity induced by the uncoupled tangential
rotations as the main source of inaccuracy in conventional displacement-based shells model of folded
plates, and proposes an effective method for the alleviation of displacement discontinuity. The proposed
method involves applying a continuous constraint on the discrepancy of longitudinal displacement along
the intersection utilising a 1D 3-noded coupling element, whose effectiveness is demonstrated in terms
of providing an excellent comparison of strain energy in comparison to high-fidelity 3D continuum
models. With the proposed approach, a simplified and effective treatment of the kinematics in the fold
region is achieved with conventional displacement-based shell models.
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[1] J Chróścielewski, J Makowski, and H Stumpf. Finite element analysis of smooth, folded and multi-
shell structures. Computer Methods in Applied Mechanics and Engineering, 141(1-2):1–46, 1997.
ISSN 0045-7825.

[2] BA Izzuddin and Y Liang. A hierarchic optimisation approach towards locking-free shell finite
elements. Computers & Structures, 2017. ISSN 0045-7949.

[3] BA Izzuddin. Conceptual issues in geometrically nonlinear analysis of 3d framed structures. Com-
puter methods in applied mechanics and engineering, 191(8-10):1029–1053, 2001.

[4] P Papadopoulos and RL Taylor. A mixed formulation for the finite element solution of contact
problems. Computer Methods in Applied Mechanics and Engineering, 94(3):373–389, 1992. ISSN
0045-7825.

[5] BA Izzuddin. Nonlinear dynamic analysis of framed structures. PhD thesis, Imperial College,
University of London, 1991.

4



2019 UKACM Conference City, University of London

The local maximum entropy point collocation approach for
membrane analyses

*Lei Fan1, Charles E. Augarde1 and William M. Coombs1

1Department of Engineering, Durham University, DH1 3LE

*lei.fan@durham.ac.uk

Summary

In this paper, the development is described of a strong form-based local maximum entropy point collocation

approach to analyse simple membrane problems. Point collocation methods work with discretised strong forms,

presenting some attractive features, e.g. no background mesh. In this analysis, three configurations including

the reference, prestressed and current configurations are introduced. A Total Lagrangian description with

respect to the reference configuration is adopted to describe the motion. Rubber-like hyperelastic materials

are used where the constitutive models are derived from the stored strain energy. The arc-length Newton-

Raphson method is used to solve the non-linear system. A numerical example is presented to validate the

performance of this proposed framework.

Key Words: membrane; large deformation; hyperelasticity; point collocation

1. Introduction
Membrane structures are appealing in a wide range of areas, for instance as they can make attractive
roof structures with much lower weight than most traditional structures, possessing high performance
in resisting external loads and reducing the cost and environmental impact of structures. Membrane
theory which is used to make some specific requirements for the realistic description of the mechanical
behaviour of membranes, in principle, is extracted from classical shell theory, however, the bending stiff-
ness is completely neglected in membrane theory. It remains computationally challenging to analyse
these structures due to their structural characteristics and the need for large deformation mechan-
ics. The mechanical response of membrane structures is usually described by in-plane strains rather
than full three dimensional constitutive theory and the membranes modelled here are assumed to be
non-compression structures, which makes their equilibrium physically unstable. Finite strain hyperelas-
tic materials are particularly appropriate for the analyses of rubber-like solids often employed in real
membrane structures, which brings computational complexity [1]. Many weak form-based numerical
methods have been employed to analyse the membrane inflation problem, which can however lead to
severe mesh distortion using those methods [2]. In this work, the strong form-based local maximum
entropy point collocation method (MEPCM), proposed and explained in detail by the present authors
in [3], is adapted to membrane analyses.

2. Membrane theory

Kinematics for inflated membrane problems starts with a description of three successive configurations,
reference (undeformed), initial (prestressed) and current (deformed) configuration as shown in Figure
1. The governing PDEs for the geometrically non-linear membranes are given with respect to the
reference configuration as [3]

∂Nxx

∂X
+
∂Nxy

∂Y
= px (1a)

∂Nxy

∂X
+
∂Nyy

∂Y
= py (1b)

∂

∂X

(
Nxx

∂uz
∂X

+Nxy
∂uz
∂Y

)
+

∂

∂Y

(
Nyy

∂uz
∂Y

+Nxy
∂uz
∂X

)
= pz (1c)
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where uz is the displacement in the out-of-plane direction and Nxx, Nyy and Nxy are the resultant forces
(integrated forces or membrane forces). px, py and pz are the external pressure vector components.
Dirichlet and Neumann boundary conditions are given as

{u} = {ū0} and [n]T{N} = {t̄0} (2)

where {u} is the vector of unknown field variables (i.e. displacement in this case), {ū0} and {t̄0} are
the prescribed displacements and tractions and [n] is a matrix of the outer normals of a point lying on
the boundary. In the MEPCM, a linear system is assembled from collocation points in the domain and

X

Y

xpre
ypre

zpre
FnF0

F

Reference configuration

Initial configuration

Deformed configuration

Figure 1: Reference, initial and current membrane configurations.

on two types of boundaries satisfy the governing equations in Eqs. (1) and boundaries conditions in
Eq. (2). The non-linear system of equations includes three different components to match these three
types of collocation point as

{G} = {{G1}, {G2}, {G3}}T . (3)

Then the field variables at discrete source points can be obtained by solving the non-linear system of
equations in Eqs. (3).
An appropriate constitutive model is required to describe the relationship between stresses and stains.
In this paper, the hyperelastic Ogden model with finite strain is used. An expression of a specific free
energy function ψ in terms of the principal stretch λi with respect to the prestressed configuration
given by Ogden takes the form [4, 5]

ψ = ψ̂(λ1, λ2, λ3) =
N∑
p=1

µ

αp
(λ

αp

1 + λ
αp

2 + λ
αp

3 − 3) (4)

where αp and µ are constants obtained from experiments. The second Piola-Kirchhoff stress referred
to the reference configuration [Sn] for hyperelastic materials is

[Sn] =
∂ψ

∂[En]
= 2

∂ψ̂

∂[Cn]
(5)

where En and Cn refer to the reference configuration. As the equilibrium for a hyperelastic membrane is
unstable, a problem cannot be solved by the load or displacement controlled Newton method. Therefore
the arc-length method provides an efficient way to trace the equilibrium path with snap-back or snap-
through phenomena.

2
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3. Numerical examples

In this example, the inflation of a square thin rubber sheet under uniform internal pressure is simulated.
The side length of the square membrane is L = 20 cm and δl = 0.05 cm is the in-plane prestretch.
h0 = 0.1 cm is the initial thickness of the membrane. The initially applied external pressure is pz = 0.01
kg/cm2 and increments in the following steps are determined by the non-linear solver. Figure 2 depicts
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(d) uz(0, 0) = 20.50cm.

Figure 2: The deformed configurations of square membrane.

the evolution of the deformed geometry of the square membrane at different stages predicted by the
MEPCM. The initially flat membrane evolves into a spherical shape with increasing out-of-plane and in-
plane deformations. In Figure 2, it can be seen that the deformation leads to tension in the membrane
and the edges have zero displacements. With an increasing pressure, the in-plane tension and out-of-
plane inflation gradually become significant. It should be noted that the deformation is that predicted
after the initial prestretch configuration under the externally applied pressure. The pressure is plotted
against the deflection at the middle point with different prestretch values using the arc-length Newton
method in Figure 3, where a snap through behaviour can be seen. At the beginning of the inflation,
pressure goes up with an increasing out-of-plane deflection until the pressure reaches a limit point. It
is also observed that different values of prestretch have an effect on the deformation profile.

4. Conclusions

3
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Figure 3: Pressure-deflection at the middle collocation point.

Numerical modelling for membrane structures has been successfully demonstrated using a new meshless
method, the geometrical non-linear MEPCM based on the total Lagrangian formulation. The proposed
model can accommodate hyperelastic materials and here the arc-length method has been employed
to work with standard Newton-Raphson method, searching for the equilibrium path in the face of
instability. A numerical example using the hyperelastic Ogden model with large strain for membrane
inflation has been presented to validate the capabilities of the newly proposed framework.
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Summary

Industry-standard, second-order Finite Volume (FV) [1] schemes offer robust solution framework for
steady flows but suffer high dissipation and dispersion effects for transient simulations and require excessively
refined meshes to accurately capture flow features. In contrast, high-order schemes such as Hybridisable
Discontinuous Galerkin (HDG) [2, 3] offer high-fidelity, low dissipation and dispersion solutions at a reasonable
cost but lack robust meshing techniques to produce high-quality curvilinear meshes for complex configurations
in industrially relevant problems.

The proposed novel FV-HDG combination scheme for transient flows uses the same meshes employed

to simulate steady flows, which are partitioned based on element size, wherein, FV is used in elements small

enough to provide the desired accuracy and HDG scheme elsewhere. Interface conditions to ensure stability and

conservation of the proposed scheme are highlighted. Simulation of the wind gust around aerodynamic objects

[4] will be shown to demonstrate the optimal approximation properties of the method and the advantages with

respect to standard FV.

Key Words: Hybridisable Discontinuous Galerkin; Finite Volume; gust flow

1 Problem statement

Let the computational domain, Ω ∈ Rnsd , be an open bounded domain with boundary ∂Ω and nsd
be the number of spatial dimensions. It is then partitioned into disjoint domains, Ω1 for FV and Ω2

for HDG, such that Ω = Ω1 ∪ Ω2, Ω1 ∩ Ω2 = ∅, resulting in the FV-HDG interface Γ1−2 defined as
Γ1−2 = ∂Ω1 ∩ ∂Ω2. With governing compressible Euler equations, the problem can be stated as: Find
U such that, 

∂U

∂t
+
∂F l (U)

∂xl
= s (x, t) in Ω1 × [t0, T ] and Ω2 × [t0, T ],

JUK = 0 on Γ1−2

JF lnlK = 0 on Γ1−2,

(1)

where U = [ρ, ρv, ρE] is the vector of conserved variables, F l (U) = [ρvl, ρvlv + pel, (ρE + p) vl] is
the vector of inviscid convective flux along xl direction and s (x, t) is the vector of sources, ρ is the
density, v the velocity, E the specific total energy, p is the thermodynamic pressure of the gas, el is
an unitary vector in xl direction and n is the outward unit normal vector. Jump conditions denoted by
J·K, express the transmission conditions which requires continuity of variable U and normal flux F lnl

across Γ1−2. Appropriate initial and boundary conditions are applied. Ideal gas equation assumed for
the fluid closes the system of equations.

1
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1.1 Hybridisable Discontinuous Galerkin scheme

We assume that Ω2 is partitioned into nel subdomains Ω2
e with internal interface Γ2 defined as Γ2 =

[
⋃nel

e=1 ∂Ω2
e] \ ∂Ω2. HDG defines U 2 in-terms of its trace Û

2
defined on the skeleton which includes

element faces/edges that lie in the interior and on the boundary of the discretized domain. The problem
in (1) for Ω2 is split into two smaller problems. A local element-by-element problem: Find U 2

e in Ω2
e

for e = 1, . . . , nel such that
∂U 2

e

∂t
+
∂F l

(
U 2

e

)
∂xl

= s (x, t) in Ω2
e × [t0, T ],

U 2
e = Û

2
on ∂Ω2

e

(2)

with supplied initial condition.

The global problem is defined to determine Û
2

and corresponds to the imposition of the continuity

of U across Γ1−2 from (1) and transmission conditions on Γ2. Since Û
2

is unique between adjacent
elements, continuity of U 2 along Γ2 is automatically satisfied in the local problem. The global problem

reads: Find Û
2

on Γ2 such that,{
JF ln

2
l K = 0 on ∂Γ2

τ
(
Û

2
,n2
)(
Û

2
−U 1

)
= 0 on ∂Γ1−2

(3)

along with incorporating appropriate boundary conditions, where n2 is the unit outward normal with

respect to ∂Ω2 and τ
(
Û

2
,n2
)

is the stabilization term defined in the numerical normal flux, whose

choice impacts the stability and accuracy of the solution. Numerical normal flux is defined as shown
below:

F̂ ln
2
l = F l

(
Û

2
)
n2
l + τ

(
Û

2
,n2
)(
U 2 − Û

2
)

(4)

1.2 Vertex-centred Finite Volume scheme

We begin with the partition of Ω1 into control volumes V 1
i generated by median dual approach for

nmn mesh nodes. Integral form of the conservation equation in (1) after application of the divergence
theorem results in the following volume and surface integrals. The problem reads: Find U 1 in V 1

i , for
i = 1, . . . , nmn, ∫

V 1
i

∂U 1

∂t
dV +

∫
∂V 1

i

F l

(
U 1
)
n1
l dS =

∫
V 1
i

s (x, t) dV, (5)

where n1 is the unit outward normal with respect to ∂Ω1. The surface integral in (5) can now be
modified to include the continuity of normal flux across Γ1−2 from (1) as shown below:∫
∂V 1

i

F l

(
U 1
)
n1
l dS =

∫
∂V 1

i \Γ1−2

F l

(
U 1
)
n1
l dS +

∫
∂V 1

i ∩Γ1−2

F l

(
Û

2
)
n1
l + τ

(
Û

2
,n1
)(
Û

2
−U 2

)
dS

(6)
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1.3 Algebraic system of equations

The discretisation of the weak forms of (2) and (3) and the integral form in (5) results in an algebraic
system of equations as shown belowAU1,U1

AU1,U2
AU1,Û

2

0 AU2,U2
AU2,Û

2

AÛ
2
,U1

AÛ
2
,U2

AÛ
2
,Û

2


U1

U2

Û2

 =

RU1

RU2

RÛ
2

 (7)

The two schemes are solved in a monolithic fashion after performing the static condensation as indicated
below: AU1,U1

(
AU1,Û

2

−AU1,U2
ZU2,Û

2
)

AÛ
2
,U1

(
AÛ

2
,Û

2

−AÛ
2
,U2

ZU2,Û
2
)[U1

Û2

]
=

[
RU1 −AU1,U2

FU2

RÛ
2

−AÛ
2
,U2

FU2

]
(8)

where, ZU2,Û
2

= AU2,U2−1
AU2,Û

2

and FU2
= AU2,U2−1

RU2
.

2 Numerical example

(a) 7,701 elements (b) 530,832 elements

Figure 1: Meshes employed in the gust study.

Comparison of FV and FV-HDG
scheme for gust flow over NACA0012
airfoil is performed. Mesh suited for
steady-state solution (without gust) in
Figure. 1(a) is used for gust simulation
with proposed FV-HDG scheme. The
black rectangle shows the region of the
sinusoidal gust generation using source
terms in (1). The figure also shows seg-
regation based on element size, Ω1 in
blue, Ω2 in red and Γ1−2 in black. Fig-

ure. 1(b) shows mesh refinement in the gust path required for the FV scheme. Vorticity of flow field is
plotted in Figure. 2 and variation in lift coefficient is shown in Figure. 3 for the different cases listed
in Table 1. FV scheme is highly dissipative and dispersive in coarse meshes and require fine elements.
On the other hand, FV-HDG scheme offers high-fidelity solution in coarse elements with significantly
reduced memory and CPU requirement.

Case Mesh Scheme DOF
CPU time
(hh:mm:ss)

Dissipation (%) Dispersion (%)

1 Figure. 1(a) Implicit FV 15,760 00:07:12 86.21 18.75

2 Figure. 1(b) Implicit FV 530,832 43:39:51 0.13 -0.36

3 Figure. 1(a) FV-HDG k = 1 67,240 00:28:38 14.35 3.13

4 Figure. 1(a) FV-HDG k = 2 93,716 01:24:44 2.17 3.13

Table 1: Comparison of schemes for gust flow problem

3 Conclusions

The paper proposed a novel combination of high order HDG and low order FV schemes to solve transient
flow problems. The details of interface treatment was highlighted. The advantages and efficacy of

3



2019 UKACM Conference City, University of London

(a) Case 1 (b) Case 2

(c) Case 3 (d) Case 4

Figure 2: Vorticity plots for various cases shown in Table 1

Figure 3: Variation in lift coefficient (normalised with respect to steady state value) for various
cases shown in Table 1

the combined scheme with respect to existing second order FV scheme was shown in terms of reduced
memory and computational costs for the transient wind gust simulations.
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Abstract

Fractures of the metacarpal condyle are a common orthopaedic injury in Thoroughbred racehorses [1]. A large

proportion of injuries occur in the absence of a specific traumatic event and show typical characteristics of

stress fractures. The purpose of this work is to develop a combined remodelling and fracture finite element

based framework allowing for integrated simulation of equine 3rd metacarpal remodelling under specific exercise

regime (boundary conditions), followed by crack propagation analysis. Such an approach may help to better

understand the correlation between high exercise intensity, bone adaptation and fracture risk, ultimately

improving the welfare of the racehorse. The authors’ bone remodelling model, presented in [2], provides

the prediction of bone material distribution. Assessment of the fracture risk is conducted by evaluating the

strain release energy rate within the context of configurational mechanics [3]. The implemented framework

provides a robust, accurate and energy consistent method for quantifying the influence of bone adaptation on

the fracture propensity. Performance of the presented method is demonstrated by the numerical example of

crack propagation in a heterogeneous plate in 3D. The proposed approach is fully implemented in open-source

finite element library MoFEM [4]. The promising results of this study offer a novel framework to simulate

crack propagation in bones, followed by bone adaptation, potentially providing better insight into quantifying

propensity for fracture.

Key Words: crack propagation; configurational mechanics; heterogeneity; racehorse; bone;

1 Introduction
Fractures of the third metacarpal bone are one of the main reasons for euthanasia of Thoroughbred
racehorses on racecourses in the UK [1]. Most of these fractures occur due to the accumulation of
tissue fatigue as a result of repetitive loading rather than a specific traumatic event. The bone repair is
overwhelmed by load-induced bone densification that also increases brittleness which ultimately results
in fatal injury. An efficient and accurate method to predict the fracture risk and prevent these types of
injuries would significantly improve horse welfare. Therefore, the development of computational tools
with the capability to estimate bone resistance to fracture is potentially viable and robust solution.
The goal of this study is to explore the potential of a computational framework based on the Finite
Element Method to quantify fracture resistance of heterogeneous bodies (like bones) using linear frac-
ture mechanics for brittle materials.
Although the crack propagation in heterogeneous materials has been widely investigated in continuum
mechanics, this remains a challenging topic. In the proposed approach the physical and mathematical
descriptions makes it possible to determine whether the crack will propagate and how far will it move
for particular loadings and local material properties. It can be achieved by solving the conservation of
momentum in both the spatial and material domains. Furthermore, the equilibrium of the crack front
is established in a thermodynamically consistent manner. The configurational forces, driving the crack
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growth, are hereby balanced with the material resistance arising from Griffith’s criterion for brittle frac-
ture. The approach is based on the principle of maximum dissipation for elastic solids with a restriction
that energy is released only for the creation of new crack surfaces. This approach has been successfully
adopted by many researchers in the context of homogeneous materials, e.g. [5]. For the numerical
implementation, the Finite Element Method is solved within an Arbitrary Lagrangian-Eulerian (ALE)
formulation in order to describe the movement of the nodes independently from the material, thus
preserving the mesh quality.

2 Kinematics of crack propagation

Figure 1: Elastic deformation and configurational change of a body due to crack propagation.

In the context of configurational mechanics, an elastic body with an initial crack, as visualised in
Figure 1, is considered. To independently observe the deformation of the material in physical space Ωt
and the evolution of the crack surface in material space Bt , it is convenient to decompose the problem
into separate configurations. The physical, material and spatial displacements are expressed as follows:

u = x−X, W = X−χ and w = x−χ (1)

3 Implementation
In the context of the finite element method, fields are approximated in the current material and
current spatial spaces. Three-dimensional domains are discretised with tetrahedral finite elements
with hierarchical basis functions of arbitrary polynomial order, following the work of Ainsworth and
Coyle [6]. Moreover, the density field (derived for example from CT scanning) is approximated by
meshless Moving Weighted Least Squares. It should be also noted that MWLS shape functions are
evaluated at current material points X; therefore such an approximation is independent of changes in
the material configuration (changing mesh). The resulting residuals in the spatial and material domain,
that represent the two primary nonlinear equations that need to be solved, are expressed as follows:

rx = λ fs,ext − fs, int, rX = fm, res − fm,driv − fm, inh (2)

where λ is the load factor of the external load (fs,ext), vector fs, int represents internal forces, fm, res

is the material resistance, fm,driv is the crack driving force vector and finally, the main novelty of the
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presented work, fm, inh is a fictitious force, directed from the denser part of the material to the less dense
part. Above equations are linearised and solved using the Newton-Raphson method. Furthermore, an
arc-length method is adopted to control the dissipative load path for fracture propagation, using the
crack surface area as a control. The spatial internal force vector is expressed as:

fs, int =
∫
Bh

t

∇XΦ
TPh(Fh,ρh)dV (3)

Note that the approximated Piola-Kirchhoff stress tensor Ph, depends on both deformation gradient
Fh and density ρh. Moving on, the material driving force takes the following form:

fm,driv
∫
Bh

t

∇XΦ
T
Σ

hdV (4)

The vector of additional configurational forces arising from material defects and inhomogeneities can
be expressed as:

fm, inh =
∫
Bh

t

Φ
T ∂Ψh

∂ρh

(
∂ρh

∂X

)
dV (5)

where Σh and Ψh is the Eshelby stress tensor and elastic strain energy, respectively. Lastly, the vector
of nodal material resistance forces is given as:

fm, res =
1
2
(Ãh

Γ)
Tgc (6)

where gc is a vector of size equal to the number of nodes in the mesh, with zero for all components
except those associated with nodes on the crack front, where the value is gc (Griffith energy). The
matrix (Ãh

Γ
)T defined in [5], has dimensions of length and describes the current orientation of the crack

surface. It is worth to emphasise that configurational forces and resistance forces are evaluated at the
crack front nodes only.

4 Numerical example
To demonstrate the performance of the model for quasi-static loading, a numerical example is presented
which considers a thin plate subjected to the 3-point loading. The model is spatially discretised using
2nd order tetrahedrons. The analysis is conducted for three different meshes consisting of 1340, 5145
and 10341 elements. The force is applied in the middle top of the plate. The material density is
prescribed by function of model coordinates: ρ(x,y,z) = 2x+ 1. Similar to bones, Young’s modulus
depends on the density in a power law model of the form: E = aρn, where coefficients a and n are
chosen to be 1 and 2, respectively. The crack is initialised in the middle bottom of the plate.
Figure 2a) shows that configurational forces are driving the crack in the direction opposite to the
density gradient. It should be noted that the crack path is smooth even for a coarse mesh thanks
to the state of the art mesh cutting algorithm implemented in MoFEM [4]. The load-displacement
curves in Figure 2b) demonstrate that the results for the consecutive refinements are converging. These
preliminary results indicate the ability of the formulation to accurately and robustly predict crack paths
for heterogeneous bodies without bias from the original mesh.

5 Conclusions
In this study, the basis for crack propagation in heterogeneous bodies such as bones using configurational
mechanics has been presented. The highly nonlinear system of equations are implemented in and solved

3
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Figure 2: Heterogeneous 3D plate. a) model geometry with predicted crack, material distribution and
coarse discretisation with 1340 tetrahedral elements. b) load-displacement response for three consecutive
h-refinements.

using MoFEM. Performance of the model is demonstrated for an example problem comprising a plate
with non-uniform material distribution. The developed framework has proved to be robust and fully
capable of simulating crack propagation in heterogeneous bodies like bones, which will be the scope of
authors’ future studies.
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Summary

The failure mechanisms of fibre kinking in fibre reinforced polymers (FRPs) have been a topic of interest for

many years. Starting with Rosen and Argon’s work in 1965 and 1972 [1,2], the prediction of fibre kinking

failure has typically been treated as a buckling instability problem of the reinforcing fibres in a polymeric

matrix. Since then, theories based on this idea have grown increasingly elaborate, with the addition of initial

waviness in the fibres and non-linear stress-strain behaviour in the matrix due to yielding and damage [3,4].

However, while these theories have been proven accurate for the prediction of uniaxial compression failure,

confidence in their ability to predict more complex loading cases has not been so firmly established.

In this work, new experimental data from a series of off-axis compression tests at quasi-static [5] and dynamic

loading rates is used to study the effects of shear and strain-rate on fibre kinking failure. These results

are compared against predictions from leading failure criteria to comment on their accuracy outside of the

quasi-static uniaxial compression case, for which they have been thoroughly validated in the past, and identify

potential areas for improvement.

Key Words: CFRP; Fibre kinking; Failure criteria; Rate-dependency.

Introduction
Longitudinal compression failure in CFRP laminates has long been associated with micro-scale buckling
of the fibres, also known as fibre kinking, which is strongly dependent on the properties of the matrix
material. For the case of uniaxial compression, beam buckling theories for thin columns in an elastic
or elasto-plastic medium have been used to accurately predict the material strength in the past [1-
4]. However, few models have been expanded beyond quasi-static uniaxial compression and a lack of
experimental data for more complex loading cases has made these models difficult to validate.
Recent experimental work in [5] investigated the effect of shear on the fibre compression strength in
CFRP laminates at quasi-static strain rates. Since then, an additional series of high strain-rate tests
has been carried out using a Split-Hopkinson Pressure Bar (SHPB) system to study how the previous
results change under dynamic loading conditions. With this new data, advanced fibre kinking theories
can be more adequately evaluated than what was previously possible. In particular, their ability to
predict the effects of combined loads and different strain-rates will be investigated.

Fibre kinking failure criteria
As mentioned, most advanced fibre kinking theories are based on the original work by Rosen [1], where
failure was predicted as elastic micro-buckling using a beam buckling model for parallel, perfectly aligned
columns in an elastic medium. This gave a compressive strength of the from:

σc =
Gb

(1− vf )
= G (1)

1
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Figure 1: Kink band geometry and notation.

Where Gb is the shear modulus of the matrix and vf the fibre volume fraction, resulting in a compressive
strength equivalent to the shear modulus of the composite G, which severely over-predicted the strength
of the material.
In 1972, Argon [2] argued that composites undergo plastic rather than elastic microbuckling, with
kinking originating at misaligned fibres. This paved the way for the work by Budiansky and Fleck [3],
who built on these theories to include the effects of fibre rotation and nonlinear shear behaviour in the
matrix by solving the equilibrium of the assumed kink-band geometry (Figure 1), giving:

σc − 2τ∞tanβ = max

(
τ − τ∞ + σT tanβ

φ+ φ̄

)
τ∞=0−−−→ σc ≈

G∗

1 + nk1/n
(
φ̄/γ∗Y
n−1

)(n−1)/n
(2)

With G∗ = α2G, γ∗Y = γY
α

, and α =
√

1 + (σTY

τY
)2tan2β. Where G is the shear modulus of the

composite, φ̄ is the initial fibre misalignment and β the kink band angle; σTY and τY are yield stresses
in transverse tesnion and shear; and n, k and γY are nonlinear shear parameters for a Ramberg-Osgood
relation that fits the material response.
For off-axis compression, however, the solution becomes much more complicated and cannot be found
analytically (an iterative approach is described in [3]).
On the other hand, Pinho [4] proposed an alternative numerical criterion for more general loading cases
based on the same principles. In his model, a three-dimensional stress state can be rotated onto the
fibre misalignment frame, where stability and matrix failure criteria are evaluated through iteration.
Shear stresses in the rotated frame contribute to additional fibre rotation, which, in turn, may increase
the shear stress in the misalignment frame. If a stable solution can be found, potential failure of the
matrix is then evaluated using an Inter-Fibre Fracture (IFF) criterion:

fkink =
(

τT
ST−µT σn

)2

+
(

τL
SL−µLσn

)2

= 1 for σb ≤ 0

fkink =
(
σn
YT

)2

+
(
τT
ST

)2

+
(
τL
SL

)2

= 1 for σb > 0

(3)

Where σb is the transverse stress on the misalignment frame; σn, τT and τL are normal and shear
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stresses on the IFF plane; and YT , ST and SL are the normal and shear strength properties of the
composite, with frictional parameters µT and µL.

Strain-rate effects
While none of the above failure criteria were developed with rate-dependency in mind, they can be
adapted for dynamic loading relatively easily. These models all have in common that they predict fibre
kinking failure based on the initial fibre misalignment and the nonlinear shear stress-strain response of
the composite. If the nonlinear shear properties are made rate-dependent, the same criteria should be
able to predict the dynamic compressive strength with no furter modifications. Following the approach
described in [6], the quasi-static shear stress-strain properties can be scaled by a function f (ε̇) to
obtain the dynamic value for a given strain-rate, ε̇:

f (ε̇) = 1 +
√
Kε̇ (4)

Experimental results
The experimental data for this work was obtained from the quasi-static tests in [5] and a subsequent
series of high-rate tests using a SHPB system. A Hexcel R© IM7-8552 cross-ply laminate with [90◦, 0◦]4s
stacking sequence and 60% volume fraction was used to manufacture dogbone compression specimens
(Figure 2), which were machined with a water jet cutter at 4 orientations (α = 0◦, 3◦, 6◦ and 10◦) to
produce different combinations of longitudinal compression and shear.
Quasi-static compression tests were performed using a Zwick Z250 screw-driven machine at 0.001s−1.
The load history was obtained from the 20kN load cell mounted on the testing rig, while the deforma-
tions were obtained from digital image correlation (DIC) of the test footage.
The dynamic compression tests were carried out on a Split Hopkinson Pressure Bar system at approx-
imately 100s−1. The load on the specimen was calculated from strain gauge signals along the bars
using one-dimensional wave theory. The strains were obtained from DIC on photos acquired at a rate
of 500000fps using a Kirana high-speed camera from Specialised Imaging.
In both cases, the stress state in the longitudinal plies was extracted using classical laminate theory as
described in [5] in order to produce the failure envelopes in Figure 2.
In addition, in-house data on the in-plane shear response of the material at strain rates from quasi-static
to around 300s−1 was used to calibrate the rate-dependency of the different failure criteria.

Analysis and discussion
Both Budiansky and Fleck’s [3] and Pinho’s [4] failure criteria were evaluated for different combinations
of longitudinal compression (σ11) and shear (τ12) using the rate-dependent nonlinear shear data for IM7-
8552 and an initial misalignment angle of 1.85◦ (calibrated from the quasi-static uniaxial compression
case). The results are shown against the experimental data in Figure 2 where it can be seen that
both scale well with the strain-rate. However, Pinho’s model, where the kinking strength appears to
decrease linearly towards the in-plane shear strength, severely overpredicts the effects of shear. The
model by Budiansky and fleck, on the other hand, shows a much closer match with the experimental
results and may be improved even further by considering the effects of transverse compression, which
increases with the off-axis angle α and was neglected in this study.
However, Budiansky and Fleck’s only considers fibre kinking caused by plastic micro-buckling instability
and can follow the shear stress-strain relation even beyond the matrix strength limit, whereas Pinho’s
model includes the consideration for matrix failure (IFF), which would seem to make physical sense but
causes an under-prediction of the kinking strength.

Conclusions
Leading failure criteria for fibre kinking under combined loads have been compared against new quasi-
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(a) SHPB specimen design (b) Experimental results vs failure criteria

Figure 2: Summary of experimental data obtained for Hexcel R© IM7-8552 CFRP at quasi-static and
high strain-rates for different combinations of longitudinal compression (σ11) and shear (τ12) using
off-axis cross-ply compression specimens (α = 0, 3, 6 and 10◦).

static and high-rate off-axis compression data to evaluate their performance in the prediction of more
complex loading outside of the typical case of uniaxial compression. These new results highlight the
limitations of available fibre kinking theories and may point to potential improvements in this area.
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Abstract

The material point method (MPM) is a relatively new numerical tool that is ideally suited to
model problems involving very large deformations. It achieves this by decoupling the background
mesh, which is used for computation, from the material points that represent the deforming body;
removing the issues associated with mesh distortion/entanglement in the finite element method.
However, the method only robust when using low order (linear) background elements due to extreme
cell-crossing instabilities that occur with higher order elements. These low order elements are sus-
ceptible to volumetric locking when modelling near incompressible materials. This paper presents
an F-patch MPM for simplex elements (linear triangles and tetrahedra) that not only removes the
locking issue but also reduces the stress oscillations seen in the standard MPM.

1 Introduction

The Material Point Method (MPM) is a promising method for modelling problems involving large defor-
mations, which are seen in different areas of engineering, e.g. the biological soft tissue, rubber and soil.
One difficulty when modelling these types of materials is volumetric locking, which is associated with
material incompressibility. This issue will lead to overly stiff global force-displacement predictions and
severe stress oscillations through the domain. In order to solve this issue in the Finite Element Method
(FEM), several approaches [1, 2] have been proposed. With quadrilateral elements, the F method [1]
is recognised as an effective method to overcome volumetric locking whilst being relatively simple to
implement. This method has recently been extended to the MPM [3]. However, tetrahedral meshes are
preferred for some problems, due to being able to discretise complex geometries and also allow for local
refinement. For simplex elements (linear tetrahedra/triangles) the F-patch method [2] has been proposed
to avoid volumetric locking in the FEM. This paper extends the F-patch method such that it can be
applied to the MPM. As part of this extension, we propose a systematic method to form the patch and
demonstrate that the F-patch MPM avoids the volumetric locking issue via several examples. We also
find that the F-patch MPM reduces stress oscillations, which are often attributed to cell-crossing.

2 F-patch formulation

Following [2], the essential idea of the F-patch method is to modify the deformation gradient for an
element with consideration of all elements in a surrounding “patch”. For example, for the element e in
a patch P, the deformation gradient is modified into the following form

Fe =

[
vpatch

Vpatch(detFe)

]1/3
Fe, (1)

where Fe is the deformation gradient obtained from the standard displacement interpolation and vpatch
and Vpatch denote, respectively, the deformed and undeformed volume of the patch. As a result, the
computation of the internal force and element tangent stiffness are also modified. For the internal force
calculation, it is necessary to replace Fe by Fe when calculating the appropriate stress measure. The
tangent stiffness of an element e also has contributions from all elements in its patch.

The method for formation of a patch is abitrary in [2]. This paper proposes a systematic method to
forming a patch. In this method, a quadratic mesh is generated firstly, and then each quadratic element



(a) (b) (c)

Figure 1: The patches and material points: (a) a 6-node triangle is decomposed to 4 linear triangular
elements with the same colour, forming a patch in 2D, (b) the patches are updated as material points
move, and (c) a 10-node tetrahedron is decomposed to 8 linear tetrahedral elements, forming a patch in
3D.

is subdivided to linear elements, forming a patch. As shown in Figure 1 (a), the 6-node triangular mesh
is firstly generated in 2D, and then each element is subdivided to 4 linear triangular elements. In 3D, the
10-node tetrahedral mesh is firstly generated, and then each element is subdivided to 8 linear tetrahedral
elements, as seen in Figure 1 (c). In the MPM, these patches need to be updated with the movement
of material points. Only elements enclosing material points in the initial patch forms a new patch. As
shown in Figure 1 (b), the patch at the top right includes three elements and the patch at the top middle
includes one element after the positions of material points are updated.

3 Numerical examples

The section presents two numerical examples to show that the performance of the F-patch MPM. All of
the examples use a linear-elastic, perfectly plastic associated flow constitutive model with a von Mises
yield function. The von Mises yield function has the following form

f = %− %y = 0, (2)

where %y is the yield strength of the material and % =
√

2J2, J2 is the second principal invariant of the
stress deviator tensor.

3.1 Footing

The first example is a 3D footing problem. Because of symmetry, only a quarter of the model is con-
sidered. As shown in Figure 2 (a), a cuboid domain with edge length, L=5 m and the footing area is a
square with edge length, l=0.5 m. The material parameters are E=10 GPa, ν=0.48, and %y=0.85 MPa.
The bottom and all of the vertical forces are constrained by roller boundary conditions, and the footing
area is subjected to a displacement of u=2 mm in 20 load steps. The physical domain is discretised to
921 nodes and 4176 elements, with local refinement in the region under the footing area, as shown in
Figure 2 (b). There are 11 material points per element in the initial mesh. The magnitude of reaction
force against displacement in Figure 2 (c) shows that the force erroneously increases with the standard
MPM after the material has been yielded. This error is due to the volumetric locking, and it is avoided
by the F-patch MPM. In addition, we find that the stress oscillation is reduced with the F-patch MPM,
as shown in Figure 3.
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Figure 2: 3D footing problem: (a) roller on bottom, left and right surfaces; displacement is applied on
the footing square; (b) computational mesh; (c) reaction force against displacement.
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Figure 3: The magnitude of Cauchy stress tensor, ‖σ‖2, with the (a) standard MPM and (b) F-patch
MPM.

3.2 Simple stretch

In order to further confirm the observation that the F-patch MPM can reduce stress oscillation, this
section presents a very simple example – the uniaxial stretch of a cube. The initial edge length is set to
2, and the material parameters are E = 103, ν = 0.0, %y = 400 with consistent units. Roller boundary
conditions were applied on three surfaces, x = 0, y = 0, z = 0, and an incremental displacement of
∆u = 0.4 was applied on the surface, y = 2, per load step.

The cube was discretised into five 10-noded tetrahedral elements, i.e. five patches for the F-patch
computation, which were then subdivided into forty linear tetrahedra (eight per initial 10-noded tetra-
hedron as seen in Figure 1 (c)). There were eleven material points per element.

The mesh and material point distribution at the 17th load step is shown in Figure 4. The Kirchhoff
stress component τyy at all material points against the load step is plotted in Figure 5. The average
value agrees with the analytical solution but there is oscillation as indicated, more pronounced in the
results from the standard MPM. It is clear that the oscillations in stress have been reduced by using
the F-patch approach. This effect seen with the F-patch MPM occurs because the stiffness and internal
force for an element receives contributions from other elements in the same patch. This reduces the
sudden transfer of internal force between nodes as a material point crosses from one background element
to another (provided that they are in the same patch).
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Figure 4: The geometry and discretisation (a) before and (b) after deformation in the simple stretch
problem.
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Figure 5: Kirchhoff stress component τyy at all material points with average, range and quartile.

4 Conclusions

This paper has presented the F-patch MPM, which improves the accuracy of simulations for the large
deformation of elasto-plastic materials. In particular, the volumetric locking problem due to the material
incompressibility in the phase of plastic deformation is avoided. We also found that the F-patch MPM
can reduce the stress oscillation, which was commonly attributed to cell-crossing instabilities.
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Summary

This study aims to investigate the free vibration responses of cracked small-scale plates using the strain-

gradient theory and the extended isogeometric analysis (XIGA). While the strain-gradient elasticity is employed

to account for the size-dependent effects, the displacement fields of plate structures are described based on the

refined plate theory (RPT). The simple strain-gradient theory with one additional length scale parameter, apart

from Lame’s constants, is capable of effectively capturing the small-scale effects in nano/micro structures. The

RPT with four unknowns not only is able to improve the accuracy of the results for both thin and thick plates

but also helps to describe the nonlinear distribution of the shear stress through the plate’s thickness without

using shear correction factor. The combination of SGE and RPT ends up requiring C2 elements, which causes

difficulty if traditional finite element is involved to solve for approximate solutions. The isogeometric analysis

(IGA) is employed as a prominent numerical method to solve the problems that require higher-order elements.

This recently developed method utilises the non-uniform rational B-splines (NURBS) functions to establish

approximation functions and describe geometry domains simultaneously. In order to model the discontinuity

at the cracks within the plates, the extended IGA with enrichment functions for crack path and crack tip

is involved. The primary results for the free vibration of plates show that the proposed approach is able to

predict both the fracture behaviours and size-dependent effects well. It yields appropriate and reliable results

in which the stiffness of the structures, consequently the fundamental frequency, is increased as the length

scale ratio becomes larger. It also demonstrates that strain-gradient theory plays a significant role in prediction

of size-dependent effects of nano/micro structures which classical continuum theory could fail to capture.

Key Words: Free vibration; Strain gradient elasticity; Extended isogeometric analysis

Introduction

Classcial continuum plays a crucial role in establishing mathematical models to predict structural re-
spones in different engineering fields. However, it is well-known that the classical continuum fails to
capture the size-dependent effects which normally appear in small-scale structures. The effects become
significant when the size of the structure being considered is comparable to the material length scales.
Generalised continuum theories which take into account length scale parameters are able to capture the
size effect efficiently. The generalised strain gradient theory of Mindlin [2] considers material particle
as a deformable medium. There are additional material constants apart from Lamé’s ones and the
strain gradients are included in the strain energy density. In addition, a micro-inertia term which is
associated with the material microstructure is included in the kinetic energy density. Those inclusions
of additional material constants and a micro inertia term allow better prediction in the behaviours
small-scale structure. In this study, the vibration analysis of small-scale plates are investigated taking
advantages of the strain gradient theory.

aThis work was completed while at the previous affiliation Northumbria University and was extracted from the
recent study [1].
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Strain gradient and extended isogeometric analysis for cracked plates
The kinematic of plate structures is described following the refined plate theory suggested by Senthilnathan
et al. [3] as follows

u (x, y, z) = u0 (x, y)− zwb,x (x, y) + g (z)ws,x (x, y) , (1a)

v (x, y, z) = v0 (x, y)− zwb,y (x, y) + g (z)ws,y (x, y) , (1b)

w (x, y, z) = wb (x, y) + ws (x, y) , (1c)

where u0 and v0 are in-plane displacement at the mid-plane and wb and ws represent the bending and
shear transverse displacements, respectively.
Meanwhile, a simplified version of the strain gradient theory is derived from the Mindlin’s Form II will
be used. The strain energy density is expressed with seven material constants including two Lamé’s
constants (λ, µ) as follows [2, 4]

U0 (ε, κ) =
1

2
λεiiεjj + µεijεij + a1κiikκkjj + a2κkiiκkjj + a3κiijκjjk + a4κkijκkij + a5κkijκjik, (2)

where the classical strain tensor is defined as the first gradient of the macroscopic displacement,
εij = 1

2
(uj,i + ui,j) = εji, and the microscopic deformation gradient (strain gradient tensor) are

expressed in terms of the first gradient of the macroscopic strain, κijk = εjk,i = 1
2

(uk,ji + uj,ki) = κikj.
The above complex formulation of the strain gradient density with five additional parameters can be
simplified by making assumptions a2 = 1

2
λ`2, a4 = µ`2, a1 = a3 = a5 = 0, where ` is the characteristic

length or material length scale parameter.
The kinetic energy density with the inclusion of the micro-inertia term is given as follow

K0 =
1

2
ρu̇iu̇i +

1

6
ρd2

∂u̇j
∂xi

∂u̇j
∂xi

(3)

By using extended isogeometric analysis, the displacements of a plate with cracks are predicted by
enriching the standard approximation as follows

uh (x) =
∑
I∈N

RI (x)qI+
∑
J∈Ncr

RJ (x) (H (x)−H (xJ)) aJ+
∑

K∈Ntip

RK (x)
nα∑
α=1

(Bα (x)−Bα (xK))bαK ,

(4)
where the RI , RJ , and RK are NURBS basis functions, H(x) and Bα(x) are Heaviside and crack-tip
enrichment functions, respectively. Fig. 1 illustrates a simple representation of the Heaviside function
and its effects on the basis functions in approximation of fields in which a crack at ξ = 0.5 is considered.
The crack-tip enrichment functions are derived to improve the accuracy of the solution of singular
stress field around the crack tip. They are defined in the local polar coordinates associated with the
crack tip as follows

B ≡


[
r3/2sin

θ

2
, r3/2cos

θ

2
, r3/2sin

3θ

2
, r3/2cos

3θ

2
, r3/2sin

5θ

2
, r3/2cos

5θ

2

]
for u0, v0,[

r3/2sin
θ

2
, r3/2sin

3θ

2
, r5/2sin

θ

2
, r5/2cos

θ

2
, r5/2sin

3θ

2
, r5/2cos

3θ

2
, r5/2sin

5θ

2
, r5/2cos

5θ

2

]
for wb, ws.

(5)
And the discretised systems of equations for the free vibration analysis is generally written as follows[

Kc + Kgx + Kgy + Kgz − ω2
(
Mc + Mgx + Mgy + Mgz

)]
q = 0 (6)
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Figure 1: Product of the Heaviside function at ξ = 0.5 with the B-spline basis functions, knot
vector Ξ = {0, 0, 0, 0, 1/5, 2/5, 2/5, 3/5, 3/5, 4/5, 1, 1, 1, 1} .

where the subscript c indicates the matrices are associated with the classical terms while the remains
are with the strain gradient terms. It should be noted that above derivation of the plates with strain
gradient theory requires C2 continuity. This requirement is natually sastified using NURBS-based
isogeometric approach.

Numerical examples

The effects of crack ratio c/a and the material length scale ratio `/h on the fundamental frequencies
of small-scale plates are presented in Fig. 2. As can be seen, the inclusion of meterial length scale to
account for size-dependent effects results in the increase of the frequencies. On the other hand, as the
crack expands its length, the frequencies are generally decreased as a result of the reduction in stiffness
for crack opening modes (mode 2 and 4). However, this is not the case for mode 1 and 3 where cracks
are closed.

Conclusions

In this study, the strain gradient theory and extended isogeometric analysis are employed to investigate
the vibration behaviours of small-scale plates. While the inclusion of strain gradient terms effectively ac-
counts for the size-dependent effects, the use of NURBS-based isogeometric approach enables efficient
way to deal with high continuity requirement, in this case C2.

Acknowledgements
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Figure 2: Fundamental frequencies of a simply-supported square plate with different crack ratio.
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Summary

We present a computational framework to study the hydrodynamic behaviour of a membrane-based water

purification system for potable use. The membrane is represented as a porous medium which separates the

feed and the permeate domains and the water filtration process is modelled by multi-physics problems involving

both incompressible fluid flows and porous media flows. We numerically compare two modelling approaches:

one based on a coupled system formed by the Navier-Stokes equations and by Darcy’s law with ad-hoc cou-

pling conditions, the other involving Brinkman’s equation. Finite element simulations permit to characterize

the fluid behaviour especially inside the feed domain and close to the membrane surface, where engineers are

particularly interested in assessing mixing properties and possible membrane fouling. Flow instabilities in the

form of Dean vortices are identified and their possible impact on filtration performance is discussed also in

the light of experimental evidence. This work constitutes a first step towards the optimal design of the water

filtration system.

Key Words: Navier-Stokes equations; Porous-media flows; Brinkman model; Finite elements;
Membrane filtration.

Introduction
The design and optimisation of membrane filtration systems generally heavily relies on experimental
work. However, the development of numerical simulation techniques and computer power have made
computational modelling a valuable tool to support laboratory work and to reduce the amount and
cost of experimental testing. In this work, we use mathematical and numerical modelling to study
the behaviour of an incompressible fluid in a hybrid membrane filtration system proposed and tested
experimentally in [8]. This system combines crossflow filtration (i.e., filtration where the fluid flow is
mostly tangential to the membrane surface) with dead-end filtration (i.e., filtration with flow mostly
perpendicular to the membrane) to increase the permeation flux while reducing membrane fouling due
to suspended particles. The specific system we are considering also incorporates microchannels in the
shape of a spiral (see Fig. 4) to favour mixing by creating flow instabilities (Dean vortices) [6] in the
fluid domain close to the membrane surface. Characterising the hydrodynamic behaviour of the system
is a first step towards its optimisation that we will address at a later stage.
Simplifying modelling approaches studied in the literature for membrane filtration devices cannot unfor-
tunately be applied in our context. Indeed, they rely on strong assumptions either on the flow direction
(see, e.g., [7]) or on the geometrical setting (see, e.g., [5]) that do not hold here. The fact that the flow
pattern inside our device is quite complex and that the characteristic sizes of both the flow channels
and of the membrane are comparable requires setting up a full 3D computational model. A schematic
representation of the geometrical setting we study is shown in Fig. 1 where we highlight the spiral
channels sitting on top of a circular membrane layer.

Mathematical models
The membrane is assumed to be an isotropic porous medium and, at this stage, we assume that there are

1
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Figure 1: (a): Schematic representation of the device (b): 3D geometry reconstruction of the
spiral channel filter and the membrane below it.

no impurities in the feed. To describe the flow behaviour both inside the free flow channel and through
we introduce a system of partial differential equations while we represent the remaining components of
the device (e.g., inflow pumps, permeate outflow) by suitable boundary conditions. To formulate the
models, we denote Ωf as the free flow domain where the fluid flows above the membrane Ωp. These
two regions are non-intersecting and separated by a common surface (interface) ΓI : Ωf ∩ Ωp = ∅,
ΓI = Ωf ∩ Ωp. The fluid in Ωf is characterized by its density ρ (e.g., for water ρ = 103 kg/m3) and
dynamic viscosity (for water, µ = 10−3 Pa·s). We indicate by u and p the velocity and pressure of the
fluid, respectively, and we use the subscripts f or p to denote if a variable is considered either in Ωf or
Ωp. Variables without any subscript are understood to be defined in both domains.

Heterogeneous model A possible approach to describe filtration consists of adopting different sets
of equations in Ωf and Ωp to account for the different physics occurring in these two regions. More
precisely, in Ωf , we consider the incompressible Navier-Stokes equations: find uf and pf such that

ρ(uf · ∇)uf = ∇ · T (µ;uf , pf )+ρg and ∇ · uf = 0 in Ωf , (1)

where g is gravitational acceleration, while T (µ;uf , pf ) = −pfI + µ(∇uf + (∇uf )T ) is the Cauchy
stress tensor. (Notice that for our application the velocity regime is laminar.)
Darcy’s law provides the simplest linear relation between velocity and pressure of an incompressible
fluid in a saturated porous medium:

up = −K
µ

(∇pp − ρg) and ∇ · up = 0 in Ωp , (2)

where K is the permeability of the membrane which is a constant in our case.
The Navier-Stokes equations (1) and Darcy’s law (2) must be coupled by suitable conditions across ΓI

to correctly represent the filtration process. A classical set of conditions (see, e.g., [1, 3]) prescribes
the continuity of the normal velocity across ΓI (as a consequence of the incompressibility of the fluid):
uf ·n = up ·n on ΓI ; the balance of the normal stresses across ΓI : pp +ρgz = −n ·T (µ;uf , pf ) ·n on
ΓI , where z is the elevation with respect to a reference level, and the Beavers-Joseph-Saffman (BJS)
condition on the Navier-Stokes tangential velocity: t ·T (µ;uf , pf ) ·n = −αµK−1/2 t ·uf on ΓI . Here,
n and t are the normal and tangential unit vectors on ΓI with n pointing outwards of Ωf , and α is the
non-dimensional BJS slip coefficient that depends on the characteristics of the porous medium and is
roughly estimated between 0.1 and 4 [1].

One-domain approach The difficulty of solving different types of equations in two sub-regions of
the domain and of handling coupling conditions is avoided by using the one-domain approach [4].

2
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Figure 2: Mesh created in COMSOL with 659,139 elements. Boundary layers were added on the
interface and on channel walls, while coarser elements were used inside the membrane where small
velocity gradients are expected.

This technique, commonly implemented in commercial finite element software, considers a unified
momentum equation in Ω = Ωf ∪Ωp with generalised porosity and permeability that depend on space.
More precisely, the momentum equation (see, e.g., [4]) reads: find u and p in Ω such that

ρ(ε−1
p u · ∇)ε−1

p u = ∇ · T (µε−1
p ;u, p)− µK̃u + ρg and ∇ · u = 0 in Ω , (3)

where the porosity εp is set equal to 1 in Ωf , K̃ vanishes in Ωf but K̃ = K−1 in Ωp.

Numerical results and discussion
The Navier-Stokes/Darcy (NSD) and the one-domain models were solved using the finite element
software COMSOL Multiphysics [2]. We generated anisotropic computational meshes as shown in Fig.
2 with smaller elements and boundary layers introduced, e.g., in the neighbourhood of the membrane
surface to correctly describe the filtration of the fluid.
In Fig. 3 we plot the computed pressure on a cross section of the channel for a given inflow pressure. We
remark that, while the one-domain model gives a continuous pressure across the interface, a pressure
jump is present for the NSD case. Moreover, a pressure gradient is generated between convex and
concave walls due to the centrifugal force produced by the curved shape of the fluid channels.

Figure 3: 3D spiral channel geometry with highlighted cross section where the results are plotted
(left). Pressure computed by the NSD (centre) and the one-domain (right) models.

As expected, this gives rise to flow instabilities in the form of Dean vortices that are clearly visible in
Fig. 4 where we plot the velocity magnitude in the cross section indicated in Fig. 3. Velocity vectors
and streamlines highlight the vortices near the membrane surface and at the top of the channel. We
can also see that the velocity magnitude is discontinuous across the interface ΓI in the NSD model
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because none of the coupling conditions prescribe the continuity of the tangential velocity component.
This is not the case for the one-domain model where the velocity is continuous.

Figure 4: Velocity magnitude on the cross section of Fig. 3. Dean vortices are visible for both
models.

Conclusions
The two modelling approaches we presented represent accurately and realistically any membrane filtra-
tion device without any a priori assumptions either on the geometrical setup or on the flow direction.
Finite element simulations show the flow pattern both in the feed domain and through the membrane
and permit to identify flow instabilities. The modelling framework we developed is a first step towards
the optimal design of the water filtration system.
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Summary

A multigrid smoother is proposed to overcome the degraded performance when a small number of low quality
cells are present in a mesh. The smoother includes a standard smoother on the whole domain, and a local
correction on the low cell quality regions. We demonstrate the performance of the method for the Poisson
equation and linear elasticity.
Key Words: multigrid; domain decomposition; mesh quality; large scale linear algebra

Introduction
The multigrid method has theoretical algorithmic complexity of O(N) for linear systems with N un-
knowns. However, its performance degrades with poor quality finite element meshes, possibly leading to
a failure to converge [1]. We propose a smoother that can overcome the poor performance of multigrid
when a small number of low quality cells are present. The smoother combines a standard smoother
applied on the whole domain, followed by a local residual correction applied on the local poor quality
regions. The combined smoother is in the form of an additive Schwarz-type domain decomposition
solver. Numerical tests on meshes with low quality regions indicate that with the local correction
smoother, multigrid convergence rate observed for high quality meshes is recovered.

Multigrid method
Let Ω1 be the fine grid, and Ω2 be the coarse grid. The prolongation operator P : Ω2 → Ω1 projects
the coarse grid information to the fine grid. The resulting restriction operator R : Ω1 → Ω2 is then
given by R = P T . A smoother S is applied on the with u = S(A, b, u). Typical smoothers could
be Jacobi or Gauss-Seidel. Another common smoother is the Chebyshev method which is natural to
implement in parallel. For the coarsest grid, a direct solver is employed. The coarse grid operator is
obtained by the Galerkin approximation,

A2 = RA1P.

A two level multigrid V-cycle to solve the system A1u = b1 is illustrated as follows:

1. pre-smoothing and restriction: u = S(A1, b1, u), r1 = b1 − A1u, and b2 = Rr1

2. coarse grid solver: e2 = A−1
2 b2

3. prolongation and post-smoothing: u← u + Pe2 and u = S(A1, b1, u)

General multigrid is a recursive version of the two-grid case. We focus on the geometric multigrid
(GMG) which is based on the geometric hierarchy grids. Non-nested and unstructured meshes can be
freely employed in GMG via the Galerkin approach.

Smoother failure on low quality meshes
The performance of a smoother on the low quality meshes is investigated here. Consider the homoge-
neous Poisson equation on a unit square mesh Ω = (0, 1)2 containing 158 nodes with one low quality

1
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Figure 1: A unit square mesh with one poor quality cell at the centre.

(a) Gauss-Seidel (b) Chebyshev

Figure 2: Absolute value of error on each vertex after ten iterations of different smoothers.

region at the centre, which is shown in fig. 1. A Gauss-Seidel and a Jacobi preconditioned Chebyshev
smoothers are tested. The absolute value of the error on each vertex after ten applications of the
smoother are shown in fig. 2. In both cases, the error persists in the region of low quality cells. The
normal smoothing property fails locally to eliminate the high frequency error in regions of low cell
quality. The restriction of multigrid misses this error and it persists throughout iterations, leading to
poor convergence or a failure to converge.

Local correction smoother
Let ΩB be the low quality region which can be found by setting a cell quality threshold on the whole
domain. Suppose there are Nd subdomains containing poor quality cells, and denote them by Ωd

B,
d = 1, 2, · · · , Nd. It is required that Ωd

B is a closed region. Let Bd be the set consisting of all indices
bs in Ωd

B, i.e., Bd = {bs : s = 1, 2, · · · , Nd
B}. We assume that these local subdomains do not intersect

each other, namely, ⋂
d

Ωd
B = ∅, and ⋂

d
Bd = ∅. Let the natural inclusion Id map the low quality region

Ωd
B to the whole domain Ω, which is a N ×Nd

B matrix given by

Id[i][j] =

1 i = bj, bj ∈ Bd,

0 Otherwise.
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Then the local correction system and the corresponding local residual can be generated by extracting
the submatrix from the finite element system,

Ad
c = IT

d AId,

rd
c = IT

d r.

The local correction solves the local residual equation on the subdomain Ωd
B by a direct method, and

via the inclusion, the local error can be mapped to the global domain,

ed
c = Id(IT

d AId)−1IT
d r.

The solution u is updated by adding the error calculated on all of local systems,

uk+1 = uk +
NB∑
d=1

ed
c .

This procedure can be written in terms of a preconditioner form, which is stationary,

uk+1 = uk + Sc(b− Au),

where

Sc =
NB∑
d=1

Id(IT
d AId)−1IT

d . (1)

The local correction is then equivalent to applying the subspace correction [2] on the local poor quality
area. We propose a combined smoother which involves a regular smoother, e.g., Gauss Seidel, applied
on the whole domain, and the local correction smoother applied on the local poor quality regions. The
regular smoother eliminates most high frequency components of the error on the high quality regions,
whereas the local correction removes the error persisting on the low quality regions which are not
eliminated by the regular smoother. The combined smoother can be written in the form of

NB∑
d=0

IdSdIT
d ,

where I0 is the identity map and S0 is the normal smoother. Thus, it is in the form of an overlapping
additive Schwarz-type domain decomposition solver.

Numerical examples
The performance of the proposed smoother is tested for both scalar and vector valued equations.
Gauss-Seidel is taken as the regular smoother and is applied twice in terms of pre- and post-smoothing.
We return to the Poisson equation on the unit square in fig. 1. The relative residual obtained by a two-
level V cycle with and without local correction is shown in fig. 3a. It is observed that the convergence
improves dramatically with the local correction smoother. The recovery of the convergence rate is the
result of eliminating the high frequency error in low quality region by the local correction.
The second example solves the linear elasticity equation on a lattice structure, shown in fig. 4a. The
problem contains around 3 million DOFs on the finest grid. Four geometric grid levels are generated,
on each level, there are four regions of low quality cells. Multigrid preconditioned conjugate gradient
method is applied with one V cycle to approximate A−1 in each iteration of the conjugate gradient
algorithm. Figure 3b shows the convergence rate, which demonstrates good performance of the local
correction scheme. The convergence rate on low quality mesh is restored to the level observed for high
quality mesh. To gain insights, the positions on the finest grid where the residual is large are shown
in fig. 4b. Clearly, the residual is large in regions where the cell quality is low. It means that high
frequency error produced by standard smoother also persists through conjugate gradient iterations and
can be eliminated by the local correction.

3



2019 UKACM Conference City, University of London

0 2 4 6 8 10
number of cycles (k)

10 12

10 10

10 8

10 6

10 4

10 2

100
r k

2/
r 0

2

high quality mesh
low quality mesh without correction
low quality mesh with correction

(a) Poisson equation on the square.
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(b) Linear elasticity on the lattice.

Figure 3: Relative residual computed with and without local correction.

(a) Positions with low quality cells. (b) Positions with large value of residual.

Figure 4: The lattice structure used for linear elasticity tests.

Conclusions
The application of the robust smoothers for meshes with regions of low quality opens new possibilities for
geometric multigrid applied to complex engineering geometries, where coarse grid meshes will inevitably
contain some low quality cells. Geometric multigrid approaches are particularly of great value in extreme
scale due to the well understood theory and suitability for extreme parallelisation.
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Summary

In this work a meshfree method based on a total-Lagrangian kernel is used to simulate the stretch blow moulding

process; the primary manufacturing technique used to produce polymer bottles for the water and soft drink

industries. The use of a total-Lagrangian kernel is attractive as the shape functions are only calculated in the

preprocessing stage, which provides a computational benefit. Results of the simulation justified the use of a

fixed reference as good stability was displayed, despite the very large deformation experienced.

Key Words: Meshfree methods; Material forming; Large deformation.

Introduction
Stretch blow moulding is the primary manufacturing technique used to produce polymer bottles for the
water and soft drink industries; an industry estimated to grow to $46 billion by 2021. The process,
Fig (1), features three primary stages: (i) a preform, typically composed of polyethylene terephthalate
(PET), is heated above it glass transition temperature Tg, (ii) the preform is stretched by means of a
stretch rod and an internally acting pressure, and (iii) the final bottle is cooled and ejected from the
mould. Traditionally, industry approached bottle design using a trial and error based method, however

Figure 1: Stretch Blow Moulding Process

with the substantial growth in the availability of computational power it has become possible simulate
this process, leading to potential optimisation. Traditionally this process has been simulated using the
finite element method, however this leads to a number of mesh-related issues. In order to avoid these
issues, meshfree methods have been proposed.
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Figure 2: Meshfree discretisation

Meshfree Methods
In meshfree methods the domain Ω ∈ Rd is discretised by a set of nodes xI , Fig. (2), each with an
arbitrary domain of influence ωI such that Ω ⊂ ∪ wI . At each point x ∈ Rd in the domain, the
approximation of the displacement u(x) is posed a polynomial u(x) = p(x)Ta(x), where p(x) is a
polynomial basis, and a(x) the unknown coefficients. In this work a meshfree method based off the
moving least squares approximation [1] is used, where the coefficients, a(x), are found by minimising
the discrete norm:

min

Np∑
I

w(x− xI)[p(xI)Ta(x)− uI ]2 (1)

where w(x), is a weight, or kernel function, which is non-zero for points within the domain of influence
of xI , i.e a set of Np neighbours is assigned to each point Nx = {xI | w(x−xI) > 0}. Solution of (1)
yields the moving least squares shape functions φI , which can be used to interpolate the displacement
field u(x), yielding the well known approximation: u(x) =

∑Np
I φI(x)uI . For this study a total-

Lagrangian kernel function is used, where the set Nx is invariant to time, and covers the same set
of neighbours throughout the simulation, this provides a computational benefit as shape functions are
only calculated in the preprocessing stage.

Galerkin Weak Form
To generate a discrete system of equations suitable for computer implementation a Galerkin method,
which is cast in reference configuration Ωt=0 is used, expressed by the following equation:∫

Ω0

PijδFijdΩ−
∫

Γ0

δu · T =

∫
Ω0

ρδu · üdΩ (2)

where P is the first Piola-Kirchhoff stress, δF the variation in the deformation gradient, T the surface
traction, and ρ the material density. As custom in a Galerkin method the displacement u(x) (and
variation) are expressed using the shape functions (2), and the deformation gradient as:

F = 1 +

Np∑
I

uI ⊗∇φI(x) (3)

Domain integrals are approximated using nodal integration, with a stabilised deformation gradient [2],
to remove instabilities resulting from strain sampling at nodes. Time integration is performed using
forward (explicit) integration.

Simulation
The primary inputs to the stretch-blow moulding simulation are the geometry, and the material model
used to approximate the behaviour of PET.

2
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Hyperelastics

Sc = ∂ψc

∂εe

Slippage

Dvγ = Sc

Hypo-elastic

ˆ̇Sb = 2GDe

Bond-Relaxation

Sb = 2GτDv

(a) (b)

Figure 3: (a) Buckley material model and (b) Experimental validation of fitted material model
under biaxial loading at a temperature of 105◦C and a strain rate of 16s−1.

Material Model
In this work a viscoelastic material model, known as the Buckley material model is used. This model
has been adapted for stretch blow moulding by [3], and has been shown the provide good predictions
of the strain and temperature history experienced by the material in blow moulding [4]. The model
features two branches, Fig 3(a), which leads to an additive decomposition of the Cauchy stress σ:

σ = Sb + Sc + kB ln(det(F )) (4)

where kB is the bulk modulus. The capability of this material model is evident in the predictions it
produces, Fig (3b), for a biaxial state of deformation at strain rate of 16s−1 and a temperature of
105◦C a, a condition which is a good representation of blow moulding. For the sake of brevity the full
details of this model are not included here, but can be found in [3].
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Figure 4: Geometry and Loading Conditions

Geometry & Loading
The geometry of the model is shown in Fig 4(a). The preform is discritised by 563 nodes, and the
stretch-rod and mould are treated as rigid bodies. Due to the symmetry of the preform an axisymmetric
formulation was employed. The displacement profile is described in terms of a 7th order polynomial,

3
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fitted to experimental observations [4]. The pressure is supplied in two stages: (i) an initial pressure
to initiate blowing of the preform, followed by (ii) a final pressure to fill the mould, Fig. 4(b).

Results
The results of the simulation are shown in Fig. (5), showing the deformation at 0.25 and 0.8 seconds,
with a final volume of 620mL. Promisingly, despite the use of a fixed reference state the meshfree
method was capable of simulating this large deformation process while remaining stable. This charac-
teristic of meshfree simulations has often been attributed to the large number of nodes that contribute
to the solution at each point, a behaviour experienced within this work, where small nodal domain sizes
resulted in poor stability in the simulation.

(a) t=0.25s (b) t=0.8s

Figure 5: Deformation of the preform at two time frames.

Conclusions
In this work a meshfree method has been applied to simulate the stretch-blow moulding process. Results
have highlighted the ability of meshfree methods in very large deformation applications. Experimental
validation of this simulation is currently being conducted, and will be presented in a forthcoming work.
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Summary

The WindAfrica project aims to accelerate the deployment of wind turbines in Africa. It is estimated that about
50% of the Africa’s population lacks access to electricity despite the fact that 35% of the world resources for
wind energy are located in African countries. In some countries, such as Sudan, areas suitable for harnessing
wind energy resource lie on large areas of unsaturated expansive clays which traditionally would not be chosen
to build on. The WindAfrica project aims to deliver guidelines on building wind turbine foundations on these
soils. These guidelines will be drawn from both physical and numerical models.

This paper will focus on the development of an advanced constitutive model which is capable of capturing the

basic behaviour of these clayey soils. The constitutive model is based on an extended version of Barcelona

basic model (BBM) [1] where a yield surface similar to the Modified Cam Clay (MCC) is dependent also on

the suction. Results obtained using the current development of the model will be presented as well as details

on the numerical implementation such as the correct calculation of the consistent tangent required for use in

a finite element code.

Key Words: elasto-plasticity;unsaturated soil;constitutive model

Model implementation
This paper outlines a simplified version of the model to take a constant value of suction at each step
which dictates the shape of the yield surface. This value of suction (rather than increment of suction)
is chosen as it is available to the user in Abaqus without additional modifications. Beginning with
existing stress state {σ0}, increment in strain {∆ε} and elastic strain from the previous step {εen} (the
sum of which gives a trial strain {εtr}), an updated stress can be calculated based on the current size
of yield surface at zero suction pcn0 and the current suction u. A trial stress can be calculated as

σtr = p0 exp

(
∆εv
κ

)
{1}+ 2G

(
{εtr1 εtr2 εtr3

εtr4
2

εtr5
2

εtr6
2
} − εtrv

3
{1}
)

(1)

where κ is the elastic compressibility index, G is the shear modulus and {1} = {1 1 1 0 0 0}T . A
variable bulk modulus K can be calculated from

K =
P0

κ
exp

(
∆εv
κ

)
, (2)

and this can be used to form [De] the elastic stiffness matrix

[De] =


K + 4

3
G K − 2

3
G K − 2

3
G 0 0 0

K − 2
3
G K + 4

3
G K − 2

3
G 0 0 0

K − 2
3
G K − 2

3
G K + 4

3
G 0 0 0

0 0 0 G 0 0
0 0 0 0 G 0
0 0 0 0 0 G

 . (3)
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Figure 1: Influence of suction on model parameters and shape of the yield surface.

To determine whether elastic or plastic behaviour occurs a yield function f (and plastic potential g)
can now be defined as

f = q2 +M2(p+ cpu)(p− pc) and g = αq2 +M2(p+ cpu)(p− pc), (4)

where q, p and M are the deviatoric stress invariant, mean pressure and slope of critical state line
respectively - the same as in the MCC. The differences arise in the size if the yield surface. The
parameter cp determines the increase of cohesion with suction and serves to shift the yield surface
based on the value of suction. The hardening law for the updated size of the yield surface at zero
suction pc0 is given as

pc0 = pc0n exp

(
εpv

λ0 − κ

)
(5)

where λ0 is the plastic compressibility index at zero suction, however the size of the yield surface pc is
also dependent on suction and can be calculated as

pc = pref

(
pc0
pref

)λ0−κ
λ−κ

(6)

where pref is a reference mean stress [1] and λ is also dependent on suction as well as BBM parameters
β and r and calculated as

λ = λ0((1− r) exp(−βu) + r). (7)

Figure 1 shows how the suction influences the values of (a) λ, (b) pc and (c) the shape of the yield
surface.

Model implementation
A backward Euler stress update procedure is carried out to calculate updated plastic and elastic strains
which satisfy the yield function and update the associated hardening parameters accordingly. The
following equations can be constructed and solved using a Newton Raphson process

b =


{εe} − {εetr}+ ∆γ{g,σ }

f
pc0 − p̃c0

 (8)

with unknowns
x = {εe ∆γ pc0}. (9)
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The increment in these unknowns are then calculated by

∆x = [C]−1{b} (10)

until the residuals of (8) reach a preset tolerance, where [C] contains derivatives of each of the residuals
with respect to each of the unknowns

[C] =

[I] + ∆γ
[
∂2g
∂σ2

]
[De]

{
∂g
∂σ

}
∆γ{ ∂2g

∂σ∂pc
} ∂pc
∂pc0

{∂f
∂σ
}T [De] 0 ∂f

∂Pc

∂pc
∂pc0

∂p̃c
∂{εpv}
{∂{ε

p
v}

∂σ
}T [De] − ∂p̃c

∂{εpv}

{
∂g
∂σ

}
{1}T 1−∆γ ∂P̃c

∂{εpv}
{ ∂2g
∂σ∂pc

} ∂pc
∂pc0
{1}T

 . (11)

Consistent tangent
In order to achieve an optimum rate of convergence for a global Newton Raphson loop in a finite
element code it is essential to ensure that the tangent matrix passed back from the constitutive model
is consistent with the stress update procedure within it. This is obtained by linearising the residuals
(8) with respect to the trial strain which gives

[Aalg]−1{{dσ} d∆γ dpc0}T = {{dεtr} 0 0}T . (12)

[Aalg]−1 can be constructed in a very similar format to (11):

[Aalg]−1 =

[Ce] + ∆γ
[
∂2g
∂σ2

] {
∂g
∂σ

}
∆γ{ ∂2g

∂σ∂pc
} ∂pc
∂pc0

{∂f
∂σ
}T 0 ∂f

∂Pc

∂pc
∂pc0

∂p̃c
∂{εpv}
{∂{ε

p
v}

∂σ
}T − ∂p̃c

∂{εpv}

{
∂g
∂σ

}
{1}T 1−∆γ ∂P̃c

∂{εpv}
{ ∂2g
∂σ∂pc

} ∂pc
∂pc0
{1}T

 . (13)

where
[Ce] = [De]−1. (14)

Taking the inverse of (13) gives

[Aalg] =

[Dalg] {Aalg12 }{Aalg13 }
{Aalg21 }T Aalg22 Aalg23

{Aalg31 }T Aalg32 Aalg33

 (15)

where [Dalg] is the consistent tangent required.

Verificaiton with single point stress paths
To verify the behaviour of the model at a single material point, a stress path was tested of an isotropic
increase of mean net stress followed by compression under constant volume to critical state for varying
values of constant suction. The parameters used for these tests can be seen in Table 1. An initial

Table 1: BBM parameters used
κ λ G κs λs pc r θ φ pref cp α
0.02 0.02 10 0.008 0.08 0.2 0.75 12.5 0.549 0.1 0.6 1

stress was set to be
σ0 = {0.15 0.15 0.15 0 0 0}T (16)

3
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(a) Suction=0.2. Initial void ratio=0.9. (b) Suction=0.2. Initial void ratio=0.9.

Figure 2: Stress paths for isotropic increase of mean net stress followed by compression under
constant volume for varying values of constant suction.

and a strain increment of

∆ε = {−0.0001 − 0.0001 − 0.0001 0 0 0}T (17)

was applied until the mean pressure was equal to 0.6 at which point the applied strain was

∆ε = {−0.0015 0.003 − 0.0015 0 0 0}T . (18)

The resulting behaviour in the p-q and p-v planes can be seen in Figure 2 along with plots of the yield
surface and critical state lines.

Future work
The model described above is the simplest case designed to be able to get usable results before
introducing further developments. The model has been programmed as a user element in the commercial
software Abaqus which allows a vast array of tools for tackling more complex problems such as including
a relationship between suction and degree of saturation. Other developments in progress include using
the increment of suction as an input to the constitutive model and a second yield surface relating to
the suction as in the standard BBM [2], as well as an extension to capture cyclic loading.

Conclusions
This paper has outlined a simplified version of a constitutive model for unsaturated soils currently
being developed for the purpose of modelling wind turbine foundations. The implementation including
a backward Euler stress update and calculation of consistent tangent was presented in addition to an
example stress path at constant suction. The model has been implemented as an Abaqus user material
so that it will be able to be used in more complex boundary value problems in the future.

References

[1] E.E. Alonso, A. Gens and A. Josa, A constitutive model for partially saturated soils. Geotechnique
(1990) 3:405–430.

[2] J. Vaunat, J.C. cante, A. Ledesma and A. Gens A stress point algorithm for an elastoplastic model
in unsaturated soils. International journal of plasticity (2000) 16:121-141.

4



2019 UKACM Conference City, University of London

Matlab m-script
The below ’interesting’ MATLAB script takes coordinates, element topology, external forces and mate-
rial properties and performs a simple linear elastic finite element analysis of the geometry representing
’UKACM’ and plots the resulting geometry. The nodal displacements are then converted to ASCII
characters and evaluated to direct the user to additional ’interesting’ reading.

%A linear elastic finite element model of 'UKACM'
%Specify nodal coordinates
ctr=0;coord=[];
for i=1000:-200:0
for j=0:200:3200

ctr=ctr+1;coord(ctr,:)=[j i];
end

end
coord([6 18 19 20 21 22 23 46 47 48 49 50 51 52 53 74 82 83 84 85 91],:)=[];
%Specify element topology
etpl=[28 1 2 29;30 3 4 31;31 4 5 32;32 6 17 33;17 6 7 18;18 7 8 19;

19 8 9 20;20 9 10 21;21 10 11 22;22 11 12 23;23 12 13 24;24 13 14 25;
25 14 15 26;26 15 16 27;34 17 18 35;36 19 20 37;37 20 21 38;48 22 23 49;
50 24 25 51;52 26 27 53;54 28 29 55;39 30 31 40;40 31 32 41;41 32 33 42;
43 34 35 44;44 35 36 45;45 36 37 46;46 37 38 47;56 39 40 57;57 40 41 58;
71 41 42 59;59 43 44 60;61 45 46 62;62 46 47 63;64 48 49 65;78 50 51 79;
80 52 53 81;66 54 55 67;67 55 56 68;68 56 57 69;69 57 58 70;71 59 60 72;
73 61 62 74;74 62 63 75;75 63 64 76;76 64 65 77];

%Specify applied external forces at nodes
fext=1E3*[-3125;22500;-3125;7250;-14750;27500;-8250;-45500;6500;-2000;

-10336.5384615385;46980.7692307692;10000;20500;-1500;5500;-8500;20250;
-13500;53500;-8375;9750;-1750;-750;6750;-250;8250;52000;625;62500;-625;
28250;14048.0769230769;-113211.538461538;-1500;-1750;250;-1750;0;-23000;
6250;-87000;7375;-19500;750;-3250;-6375;-15500;-7875;-39500;-2125;-56750;
-875;-30000;1625;-4500;1625;-20750;5000;30500;-1500;-83750;
-9288.46153846153;76769.2307692308;11576.9230769231;36211.5384615385;-8000;
45500;-6875;78500;1375;67000;7500;91500;7250;53000;14125;43250;9500;35000;
-17317.3076923077;-114096.153846154;19384.6153846154;10192.3076923077;625;
-64750;-500;-96000;-3000;-86000;0;-131000;1875;-63250;375;9500;375;500;
-375;11750;-375;12500;-125;20250;-125;1000;875;22500;1625;34000;3000;13500;
8875;105750;6625;77750;23490.3846153846;176557.692307692;-125;94750;1125;
89750;875;153250;-9625;147500;-8500;33750;875;16250;625;0;-125;0;-7375;0;
-8625;0;-2000;0;-35307.6923076923;0;-1000;0;1750;0;125;0;7750;0;9125;0;
-250;0;0;0;0;0;1625;0;0;0];

%Specify material properties and boundary conditions
E=1E6; v=0; bc=zeros(17,2); bc(:,1)=[2*66:2:2*80 161 162];
%Calculate array sizes and initialise
ngp=4; [nels,nen]=size(etpl); [nodes,nD]=size(coord); nDoF=nodes*nD;
B=zeros(3,nen*nD); Kt=zeros(nDoF); gp=zeros(ngp,nD); dNr=zeros(ngp*nD,nen);
%Calculate derivative of 2D linear shape functions
g2=1/sqrt(3); gp(:,1)=[-1 1 -1 1]'*g2; gp(:,2)=[-1 -1 1 1]'*g2;
xsi=gp(:,1);eta=gp(:,2);r2=ngp*2; wp=ones(4,1);
dNr(1:2:r2, 1)=-1/4*(1-eta);dNr(1:2:r2, 2)=-1/4*(1+eta);
dNr(1:2:r2, 3)= 1/4*(1+eta);dNr(1:2:r2, 4)= 1/4*(1-eta);
dNr(2:2:r2, 1)=-1/4*(1-xsi);dNr(2:2:r2, 2)= 1/4*(1-xsi);
dNr(2:2:r2, 3)= 1/4*(1+xsi);dNr(2:2:r2, 4)=-1/4*(1+xsi);
bm1=[1 1 1 0 0 0].'; I6=[eye(3) zeros(3); zeros(3) eye(3)/2];
%Construct plane strain stiffness matrix
D=E/((1+v)*(1-2*v))*((1-2*v)*I6+v*(bm1*bm1.')); D=D([1 2 4],[1 2 4]);
%Calculate element stiffness matrices and assemble global stiffness matrix
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for nel=1:nels
ed=ones(nD,1)*etpl(nel,:)*nD-(nD-1:-1:0).'*ones(1,nen);
ed=reshape(ed,1,nen*nD); JT=dNr*coord(etpl(nel,:),:); ke=zeros(nen*nD);
for gp=1:ngp

indx=(nD*gp-(nD-1:-1:0)); detJ=det(JT(indx,:)); dNx=JT(indx,:)\dNr(indx,:);
B([1 3],1:nD:end)=dNx;B([3 2],2:nD:end)=dNx; ke=ke+B.'*D*B*detJ*wp(gp);

end
Kt(ed,ed)=Kt(ed,ed)+ke;

end
%Solve linear system to obtain displcements
uvw=zeros(nDoF,1); uvw(bc(:,1))=bc(:,2); fd=(1:nDoF); fd(bc(:,1))=[];
uvw(fd)=Kt(fd,fd)\(fext(fd)-Kt(fd,bc(:,1))*bc(:,2));
xydisp=reshape(uvw,[2,81]); coord2=coord+xydisp';
%Plot original and deformed elements & colour letters
for nels=1:46

if coord(etpl(nels,4),1)<601
C='b';

elseif coord(etpl(nels,4),1)<1201
C='c';

elseif coord(etpl(nels,4),1)<1801
C='r';

elseif coord(etpl(nels,4),1)<2201
C='m';

else
C='y';

end
fill(coord(etpl(nels,:),1),coord(etpl(nels,:),2),'k'); hold on;
fill(coord2(etpl(nels,:),1),coord2(etpl(nels,:),2),C); hold on;

end
axis equal;
%Bonus feature by evaluating the text equivilent of the vertical displacement
eval(char(round(xydisp(2,:)')));
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Summary

Research in the field of self-healing materials gained significant attention in the last decade owing to its
promise of enhanced durability of the material components in engineering applications. Though the research
has led to several successful demonstrations, extensive experimental tests will be required for a successful
demonstration. Further, for real-time engineering applications with self-healing materials, arriving at an optimal
design of the self-healing system is crucial. In this context, modelling techniques in combination with a
limited number of experimental tests are potentially more efficient than a design process based on extensive
experimental campaigns. With this motivation, the research aims to develop a modelling framework to analyse
and understand the fracture mechanisms and the healing behaviour of self-healing material systems using
finite element modelling approach. In particular, cohesive zone-based fracture mechanics in combination with
cohesive elements is utilised in this work as the computational framework. The overall objective is to provide
certain guidelines and suggestions for material scientists in terms of selection and design of healing particles and
a computational tool to understand and quantify the cracking and healing behaviour of self-healing material
systems.
Key Words: Self-healing materials; Fracture mechanics; Finite element modelling; Crack healing
model; Crack-particle interaction

Self-healing Materials: Challenges and Requirements
A classical example of a self- healing mechanism is based on healing capsules (particles) dispersed
within the base (or matrix) material as shown in Fig. 1. Upon loading the material, microcracks
emanate which then interact with the healing particles, thereby activating the self-healing mechanism
[1]. In the context of such capsule (or fiber)-based self-healing materials, there are two critical aspects
that need to be addressed in order to achieve a robust self-healing system. Firstly, a crack initiated
in the host (or matrix) material should be attracted towards the healing particle and further should
break the particle for healing to occur.The second critical aspect in a self-healing system is centered on
how the material recovers its mechanical properties once the healing mechanism is activated in or near
the fracture surfaces. The extended abstract summarises some contributions towards the above two
requirements, ultimately offering design guidelines and tools for successful realisation of self-healing
materials.

Fracture Mechanisms and Design Maps
This section aims to determine the fracture mechanism in a particulate system, given the properties of
the constituent material phases. Using cohesive-element based finite element fracture simulations on
a single particle-matrix system Fig. 2, the effect of mismatch in elastic and fracture properties between
the matrix and the particle are analysed. The results of the simulations in terms of crack path for
few selected mismatch ratios are shown in left of Fig. 3. From the results, one can clearly observe the
effect of mismatch in fracture properties(σp

c /σ
m
c ) on the fracture mechanism, which is hardly dealt in

the literature when compared with the mismatch in elastic properties (Ep/Em). For example, on the

1
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healed crack

healing
capsule

matrix crack

Figure 1: Schematic of healing mechanism in a particulate self-healing material.

reported crack paths, it can be seen that even for same elastic mismatch, different crack paths are
reported if the particle strength is different (lower in this case) from that of the matrix. The design
map shown in the right of Fig. 3 summarises an extensive set of simulations and distinguishes the two
fracture mechanisms, namely particle fracture and crack deflection. This map can serve as a handy
reference guide for the selection of healing particles for a given matrix system.

particle

edge 

crack

Figure 2: Finite element mesh of the model with a single particle embedded in a large matrix.
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Figure 3: Crack paths for selected elastic and fracture mismatch values. The center of the particle
is located at an offset of 3d/4 with respect to the initial crack path (left). d is the particle diameter.
Fracture map for various mismatch ratios distinguishing two different fracture mechanisms (right).

Cohesive Crack Healing Model
The proposed crack healing model is a composite-based constitutive model for simulating the recovery
of fracture properties upon activation of crack healing and is schematically explained in Fig. 4. The
traction components of the composite response, t̃n and t̃s, are expressed as a weighted sum of the
traction contributions from the original material, t(0)

n and t(0)
s , and the healing material t(1)

n and t(1)
s , as

follows:
t̃n = w(0)t(0)

n + w(1)t(1)
n t̃s = w(0)t(0)

s + w(1)t(1)
s (1)

2



2019 UKACM Conference City, University of London

+

δδ *

Original material

w(0) 

δ
*

t t

Healing material

σ
(0)

c

G
G

Material point 

under damage

Material point 

a!er healing

σ
(0)

c

(0)

(0)

c (1)

c

σ
(1)

c

Damaged regions

Healed regions

(1)

t
(0)

δ δ
*

δ

G
(0)*
d

Cracked body

Cohesive zone

w(1) 

Figure 4: Traction-separation laws of original and healing material, which upon weighted addition,
results in a composite cohesive relation for the crack-healing model.

where the superscripts (0) and (1) represent the original and healing materials, respectively. The
weighting factors w(0) and w(1) introduced in (1), which can take values between 0 and 1, are the
primary parameters in the model and can be interpreted as the surface-based volume fractions of the
original and healing material respectively at the instance of healing activation.
If a single healing event occurs at a time t = t∗, the proposed constitutive model assumes that the
factor w(1) is given by the value of the energy-based damage parameter at the instance of healing
activation, D(0)∗, i.e.,

w(1) = D(0)∗ := G
(0)∗

d

G
(0)
c

. (2)

D(0) represents the ratio between the energy dissipatedG(0)
d (t) during decohesion of the original material

up to time t and the fracture energy G(0)
c (work required for complete decohesion of the original

material). In (2), D(0)∗ corresponds to the value of D(0) at t = t∗.
In accordance with (1) and (2), the effective fracture energy G̃c of the composite material after healing
becomes the weighted sum of the fracture energies of the original and healing materials, given as

G̃c = w(0)G(0)
c + w(1)G(1)

c . (3)

Another key step in the model development is the introduction of displacement shifts into the crack
opening displacements in order to simulate healing process, which make the nominal crack opening zero
upon complete healing [2]. The model is applied to a particulate self-healing system represented by an
unit cell (single particle-matrix) and is subjected to a loading and healing sequence as indicated in Fig.5a.
Under this loading, the specimen is partially fractured and then unloaded. Healing is allowed to occur
in the unloaded condition, which is then followed by reloading of the healed specimen. The response
of the unit cell in terms of the applied vertical displacement and the corresponding reaction force is
shown in Fig. 5b for various fracture properties of the healing material, namely σ(1)

c /σ(0)
c , G(1)

c /G(0)
c

= 0.25, 0.5, 0.75 and 1, where the superscript 1 refers to the healing material. As shown in Fig. 5b,
the curve corresponding to equal properties of the healing and original material predicts a recovery of

3
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the response after healing similar to that of the original material. The next three curves correspond to
lower values of the fracture properties of the healing material and hence the load-displacement curves
fall below that of the original material after healing.
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Figure 5: Application of the model to a healing scenario under unloaded condition: (a) applied loading
to unit cell and (b) reaction force as a function of applied displacement for various values of the fracture
properties of the healed material.

Conclusions
In the context of self-healing materials design, two different aspects were addressed using a compu-
tational fracture mechanics framework. Firstly, design maps were generated distinguishing relevant
fracture mechanisms in a particulate system and it was shown the mismatch in fracture properties is
more important than the elastic mismatch in deciding the crack path. This was then followed by de-
velopment and numerical implementation of a crack healing model to simulate recovery of mechanical
property using a modified composite traction-separation relation. From the perspective of materials
scientists, the above guidelines and healing modelling technique can serve as a design and optimisation
tool for successful development of self-healing materials.
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Summary

This work introduces a novel unified finite element framework for computational solid mechanics based on

quadratic Bézier triangular and tetrahedral elements that can be readily generated by exploiting the existing

mesh generators for quadratic Lagrange elements. New B̄ and F̄ elements and two new mixed elements,

BT2/BT0 and BT2/BT1, are introduced for dealing with the issues associated with volumetric and shear

locking as well as for performing computationally efficient explicit elastodynamics simulations of problems

modelled with nearly incompressible elastic and elastoplastic material models. By successfully simulating

challenging benchmark examples, it is shown that the proposed work offers a simple unified finite element

framework that is robust, accurate and computationally very efficient for performing the simulations of a wide

variety of challenging problems in solid mechanics.

Key Words: Bézier elements; Hyperelasticity; Elastoplasticity; Explicit scheme; Elastodynamics

Introduction
Explicit dynamic simulations find many applications in the simulation of solid mechanics problems
subjected to higher stress or strain rates and impact or blast loads. Despite numerous developments
in the field of computational solid mechanics over the past couple of decades, robust and computa-
tionally efficient numerical schemes that can effectively perform explicit dynamic simulations of solid
mechanics problems consisting of elastoplastic and incompressible hyperelastic materials over triangu-
lar/tetrahedral meshes are still lacking. This lack of developments is primarily due to the fundamental
disadvantages of Lagrange family of elements for explicit schemes: (i) linear triangular and tetrahedral
elements require very fine meshes in addition to the sophisticated formulations for overcoming the
issues of volumetric and shear locking and oscillatory pressure fields, and (ii) higher-order Lagrange
elements are completely useless for explicit schemes using the row-sum-lumped mass matrices.
To overcome the above issues, the author has recently proposed a novel unified finite element framework
based on quadratic Bézier elements [3, 4]. The key advantage of the proposed framework lies in its
ability to perform computationally efficient explicit elastodynamics simulations of nearly incompressible
hyperelastic and elastoplastic material models using a finite element formulation that is also applicable
for elastostatic and implicit elastodynamic simulations; the proposed framework is free from ad-hoc
stabilisations and also does not require transformation of pressure equation into rate-form.

Formulations
In this paper, equations for only the explicit schemes are presented for the sake of brevity. For the
details on the schemes for elastostatics and implicit elastodynamics, the reader is referred to [3, 4, 5].

Explicit scheme for the displacement, B̄ and F̄ formulations
The fully discrete system of equations for the displacement, B̄ and F̄ formulations using the explicit

1
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scheme of [1] can be written as

Muu an+1 = Fext
n − Fint

n (1)

un+1 = un + ∆tvn + ∆t2
[(

1

2
− β

)
an + β an+1

]
(2)

vn+1 = vn + ∆t [(1 − γ) an + γ an+1] (3)

where Fext
n =

∫
Ω

NT
u f 0n dΩ +

∫
Γ

NT
u t0n dΓ (4)

Fint
n =

∫
Ω

BT
Ω σn dΩ − Displacement formulation - Small strains (5)

Fint
n =

∫
ω

BT
ω σn dω − Displacement formulation - Finite strains (6)

Fint
n =

∫
Ω

B̄T
Ω σ̄n dΩ − B̄ - formulation (7)

Fint
n =

∫
ω

BT
ω σ̄n dω − F̄ - formulation (8)

where BΩ and Bω are the original strain-displacement matrices, respectively, with respect to configu-
rations Ω and ω; B̄Ω is the modified strain-displacement matrix for B̄-bar formulation; σ is the original
Cauchy stress; and σ̄ is the modified Cauchy stress tensor for B̄-bar and F̄-bar formulations. For
third-accuracy in time, γ = 3/2 and β = 13/12.

Explicit scheme for mixed displacement-pressure formulation
With σ̂ = σdev + m p as the modified Cauchy stress tensor, the fully discrete system of equations for
the explicit scheme for the mixed displacement-pressure formulation can be written as

Muu an+1 = Fext
n − Fint

n (9)

un+1 = un + ∆tvn + ∆t2
[(

1

2
− β

)
an + β an+1

]
(10)

vn+1 = vn + ∆t [(1 − γ) an + γ an+1] (11)

Mpp pn+1 =

∫
Ω

NT
p κ εn+1 dΩ − Small strains (12)

Mpp pn+1 =

∫
Ω

NT
p

∂U

∂J

∣∣∣∣
un+1

dΩ − Finite strains (13)

where Fint
n =

∫
Ω

BT
Ω σ̂n dΩ − Small strains (14)

Fint
n =

∫
ω

BT
ω σ̂n dω − Finite strains (15)

Example - Twisting of a column
The performance of the proposed scheme under extremely large deformations is assessed in this example
by studying the problem of twisting of a column. The column is of size 1x6x1 m3; it is clamped at its
bottom face and excited with an initial velocity, v = (z, 0,−x) 100.0 sin(π y/12) m/s. The material
properties are: Young’s modulus, E = 17 MPa; Poisson’s ratio, ν = 0.499; and density, ρ0 = 1100
kg/m3; the material model is assumed to be a nearly incompressible Neo-Hookean material model with
the strain energy density given by

W (J, C̄) =
1

2
µ (IC̄ − 3) +

1

2
κ

(
1

2
(J2 − 1) − lnJ

)
(16)
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where κ = E/3(1 − 2ν) is the Bulk modulus and µ = E/2(1 + ν) is the shear modulus.
The evolution of Y-displacement of point A shown in Figure 1a demonstrates the apparent convergence
of the proposed scheme and excellent agreement with the reference solution. Contour plots of pressure
in Figure 1b show that the pressure field obtained with the proposed explicit scheme and the mixed
elements is completely free from spurious oscillations and also that the pressure field obtained with
the proposed scheme is in excellent agreement with the reference solution obtained with the implicit
scheme.
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Figure 1: Twisting column: (a) evolution of Y-displacement of point A using implicit and explicit
schemes. The reference solution is obtained with the mesh in (b)(i) using Q2/Q2-SD elements []
and the implicit scheme; (b) contour plots of pressure at t = 0.3 obtained with M2 mesh and the
explicit scheme - (i) Q2/Q2-SD implicit scheme, (ii) BT2, (iii) BT2/BT0 and (iv) BT2/BT1.

Example - Taylor impact test
In this example, the proposed scheme is applied to simulate the well-known Taylor impact test bench-
mark in computational solid mechanics. In this test, a cylindrical bar of length 0.0324 m and diameter
0.0032 m impacts against a rigid frictionless wall at the speed of 227 m/s. Simulations are performed
using the two meshes. The material model is elastoplastic with Young’s modulus, E = 117 GPa;
Poisson’s ratio, ν = 0.35; yield stress, σy = σ∞ = 0.4 GPa; hardening modulus, H = 0.1 GPa; and
density, ρ0 = 8930 kg/m3. As shown in Figure 2, the results obtained with the proposed framework
match very well with the reference solution. The results obtained with the coarse mesh with all the
formulations are also not completely far off from the reference solution. The contour of the pressure
field indicate that the pressure field obtained with the explicit scheme and the mixed formulation is free
from spurious oscillations.

Conclusions
New B̄ and F̄ elements for quadratic Bézier triangular/tetrahedral elements (BT2) and new mixed
elements, BT2/BT0 and BT2/BT1, are introduced for addressing the long-standing issues associated
with performing explicit simulations of problems modelled with nearly incompressible material models.
The ability of the proposed finite element framework to compute accurate numerical results using coarse
triangular/tetrahedral meshes that can be generated using existing mesh generators is illustrated by
studying the examples of twisting of a column and Taylor bar impact.
These results showcase the real potential of the present work in making a genuinely significant impact
in performing the simulations of complex industrial problems. In particular, the present work has the

3
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Figure 2: Taylor impact test: (a) evolution of radius of the bar for the coarse mesh (M1) (b)
evolution of radius of the bar for the fine mesh (M2) (b) pressure contour plot for M2 mesh
obtained with the explicit scheme and BT2/BT1 element. Reference solution is from [6].

potential to extend the capability of today’s finite element codes to performing computationally efficient
explicit simulations of challenging large-scale nonlinear elastodynamic problems.
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Summary 

This paper deals with the parametric optimisation of a simply supported sandwich panel made 
of honeycomb composite structure using sequential quadratic programming SQP. The panel 
consists of aluminum honeycomb sandwiched between two orthotropic fibre glass faces. The 
parameters studied are fibreglass thickness, tf, honeycomb height, h, and honeycomb wall 
thickness, tc. The objective was to minimise weight to bending stiffness ratio by using the 
nonlinear MATLAB function fmincon, considering the maximum central displacement and 
intercellular buckling as the constraints. Following this, a static structural analysis was 
conducted on the optimised structure using the open source finite element solver CalculiX and 
Salome Platform software for preprocessing. The maximum displacement of the honeycomb 
panel was found less than the displacement serviceability limit state. Preliminary results show 
that composite honeycomb structures can be optimised yielding low weight to bending stiffness 
ratio using SQP method and CalculiX for design evaluation.  
Keywords: Parametric optimisation; Sequential quadratic programming; CalculiX; Salome 
Platform; Honeycomb composites 
 
Introduction 
In the wind turbines industry, blade materials must have a low weight to bending stiffness ratio 
for optimal aerodynamics. Aluminum honeycomb can play a vital role in manufacturing longer 
wind turbine blades with fibre glass as outer skin due to the cost benefit when compared with 
using carbon fibre composites alone. This study proposes a parametric optimisation using 
Sequential Quadratic Programming algorithm SQP, which can be used in MATLAB’s fmincon 
function to minimise weight to bending stiffness. This function deals with nonlinear constrained 
convex objective functions with linear/nonlinear equalities and inequalities. To evaluate the 
optimum values, structural analysis using finite element method was carried out using the open 
source finite element solver CalculiX. CalculiX has many interesting features such as wide 
compatibility with open source CAD modelling and mesh generating softwares such as Salome 
platform, FreeCad and GMSH. Further, it is extremely versatile as is it can be modified using 
Python programming on Linux platform. For instance, recently Genao et al [1] have proposed 
a framework to merge Calculix FE solver with NASA’s Micromechanics Analysis Code MAC to 
promote multiscale analysis of the composite materials effectively. Galehdari et al [2] have 
optimised honeycomb structural parameters using SQP and genetic algorithm for minimising 
the weight to absorbed energy ratio to increase the crashworthiness. Park et al [3], have 
conducted structural linear analysis on a cantilever model and sliding contact analysis using 
CalculiX and Code_Aster comparing the results favourably with ANSYS commercial FE 
software. Therefore, in this paper, Salome platform was used for meshing the honeycomb 
composite structure and CalculiX FE solver was used for conducting structural analysis. 
 
Methodology  
The common failure modes of sandwich structures may happen due to severe shear force, 

intercellular buckling, core crushing, delamination in case of orthotropic composite facets, 
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shear crimping and punching shear [4]. The sandwich panel dimensions width, b, and length, 

l, are 0.2m× 0.2m respectively, and the honeycomb top/bottom faces are fibre glass with 

thickness, tf, honeycomb height, h, and with wall thickness, tc. The sandwich panel is treated 

as a shell structure considering the length/width are significantly larger than the height [5]. The 

top/bottom faces consist of three laminates with a combined thickness of tf mm, and a 

[0o/90o/0o] layup meaning that the in-plane/bending deformations are decoupled. The fibre 

glass composite micromechanics properties are computed using the Halpin-Tsai empirical 

approach. Moreover, the research methodology workflow is presented in Figure 1.  

 

Figure 1: Block diagram of the research methodology 
According to Bitzer [6] the equivalent bending stiffness of honeycomb sandwich panel 𝐷𝑒𝑞 can 

be computed using Eq. (1). 

 

where; E1 is longitudinal Young’s modulus of faces and Ec is the honeycomb Young’s modulus, 

𝜆 is equal to (1-𝜐𝑥𝜐𝑦) and 𝜐𝑥, 𝜐𝑦 are Poisson’s ratio in longitudinal and transverse directions of 

composite layer, 𝜆𝑐 is (1-𝜐𝑠), 𝑣𝑠
2is Poisson’s ratio of aluminum. The weight is ( 𝑔 ∗ 𝑏 ∗ 𝑙 ∗

(2 ∗ 𝜌𝑓 ∗ 𝑡𝑓 + 𝜌𝑐𝑜𝑟𝑒 ∗ ℎ)) where, g is gravity acceleration, b is breadth, 𝑙 is length and 𝜌𝑐𝑜𝑟𝑒 is 

honeycomb density and 𝜌𝑓 is top/bottom face material density. As aforementioned, Fmincon 

function in MATLAB ustilises sequential quadratic programming SQP algorithm to obtain the 

optimum minimum value. Therefore, the objective function is to minimise weight to bending 

stiffness which is formulated as in Eq. (2) 

𝑀𝑖𝑛𝑖𝑚𝑖𝑠𝑒 𝑓(𝑋)  =
𝑊𝑒𝑖𝑔ℎ𝑡 

𝑏𝑒𝑛𝑑𝑖𝑛𝑔 𝑠𝑡𝑖𝑓𝑓𝑛𝑒𝑠𝑠, 𝐷𝑒𝑞
         

(2) 

The nonlinear constraints of the design are displacement 𝛿 and intercellular buckling 𝑃. The 

displacement at the panel centre should not exceed span/100 under concentrated force 5000N. 

The displacement of the panel at the centre can be computed by Lèvy’s single series as shown 

in Eq. (3) 

𝛿 =  ∑ 𝑌𝑚

∞

𝑚=1

sin
𝑚𝜋𝑥

𝑎
 (3) 

Since the panel is square of side 𝑎, Eq. (3) can be re-written as given in Eq. (4)  [7], the 

serviceability limit state of displacement is span/100 and the intercellular buckling load must 

be less than critical value as computed in Eq. (5).   

𝛿 = 0.00406
𝑝𝑎4

𝐷𝑒𝑞
 ≤ (span/100 = 2mm) (4) 

𝑃 < (𝑃𝑐 = 𝐾𝐸𝑐(𝑡𝑐)3/((1 − 𝑣𝑠
2 ) ∗ 𝑠)) (5) 

where 𝑃 is the concentrated force at panel’s centre, k is 5.75, Ec is the honeycomb Young’s 

modulus, The upper/lower limits of the design variables are tabulated in Table 1. SQP function 

tolerance is 10-6.  

 

𝐷𝑒𝑞 =  
𝐸1ℎ2

2𝜆
 +  

𝐸1𝑡3

6𝜆
+  

𝐸𝑐𝑡𝑐
3

12𝜆𝑐
 (1) 
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Table 1: Optimisation design variables with upper/lower bounds 
Design Variable x (1) x (2) x (3) 

Geometric Parameter 𝑡𝑓 ℎ 𝑡𝑐 

Lower bound 0.0015 0.001 0.0001 

Upper bound 0.002 0.010 0.001 

As a side note, the  positive definite Hessian matrix is a measure of function convexity over the 

domain [8]. Therefore, the eigenvalues of the Hessian have been computed and they are 

positive. After computations, a local minimum that satisfies the nonlinear constrains has been 

detected. Further, the variations of weight to bending stiffness ratio according to different 

honeycomb height and faces thickness are plotted in Figure 2. The iterations stopped as the 

objective function is non-decreasing in the feasible region. The buckling load factor (BLF) has 

been computed (i.e. 𝑃𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙 /𝑃𝑎𝑐𝑡𝑖𝑛𝑔) and it is larger than 1 which indicates safety of the 

honeycomb cell wall under buckling. 

 

 

 

 

 

 

 

 

 

Figure 2: Weight to bending stiffness ratio for different height and face thickness 

The optimum values are tabulated in Table 2. Furthermore, the MATLAB script used to obtain 
this result is provided at the end of this paper. 

Table 2: Honeycomb optimum values 

tf (m) H(m) tc(m) W (N) Deq(N.m2) W/ Deq (m
-2) 

Intercellular 
Critical 

Buckling (N) 

Buckling 
Load 

Factor  

0.0020     0.0100 0.0003 3.31564    5.8898e+03 5.6295e-04 1599.4 1.6 

Finite Element Model      

To evaluate the optimisation results, a honeycomb composite panel of zero thickness is 

processed in Salome Platform and meshed with “S6” and “S8R” shell elements [9] using 

Netgen 1D-2D option with maximum length 3 mm and minimum length 1.5 mm. Further, for 

better accuracy in solution, second order approximation for the meshing process is followed.  

However, care must be taken in meshing process as unlike commercial softwares, node-to-

node connectivity is not assured for multiple surfaces automatically. Therefore, the sandwich 

panel must be partitioned into multiple shells and edges to assure the nodal connectivity. Yet, 

after partitioning it, the honeycomb core and top/bottom faces must be grouped and the two 

edges as well at the bottom face to form the elemental and nodal groups which will be used 
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later for materials definitions and boundary conditions in CalculiX code. The mesh is saved as 

“.unv” file to obtain a Python code of elements data. Afterwards, unical mesh converter in 

CalculiX is used to convert the (.unv) mesh file into input deck for further finite element analysis. 

Figure 3a) presents a block diagram of the FE process and 3b) shows the meshed honeycomb 

panel. It consists of 18,309 quadrangle elements “S8R” and 2,863 triangular elements “S6”. 

These elements expand to 3D quadratic brick elements and 3D wedge elements in modelling 

the top/bottom composite faces .  

  

Figure 3: a) Finite element steps, b) Honeycomb Meshing in Salome Platform 

The lateral concentrated force 5,000 N is positioned at the centre of the panel and structural 
static analysis is conducted. The maximum central displacement is 1.31 mm as shown in Figure 
4a. Compared to the serviceability limit (i.e. span/100) which has been utilised within the 
optimisation, the maximum displacement obtained by CalculiX for the panel is desirably less.  
It is noteworthy to mention that in CalculiX section definition, the shell elements after expanding 
to build the required thickness may intersect at the corners as shown in Figure 4b. This 
intersection is dependent on the shell offset value and its normal direction whether negative or 
positive. Therefore, importantly, to assure that sides are interconnected.  

Figure 4: a) Maximum central displacement of the simply supported panel, b) the shell 
elements corner intersection after expanding  

Conclusions   
In conclusion, the honeycomb composite panel has been optimised  using sequential quadratic 
programming. The ratio of weight to bending stiffness is minimised considering the intercellular 
buckling and lateral displacement as the main constraints functions. The optimum geometric 
parameters are the faces thickness, core height and core thickness. The buckling load factor 
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was computed,  it was greater than 1 showing that the design would be safe under intercellular 
buckling. After the optimisation, a numerical model was processed and meshed with S8R/S6 
shell elements in Salome platform then a structural static analysis has been carried out in the 
open source finite element solver CalculiX. Overall, it is demonstrated that coding with CalculiX 
is flexible, nevertheless care must be taken in the section definition within the CalculiX code. 
Mainly, the shell element offset and normal direction in the section card because the results 
are dependent on them. The maximum displacement retrieved from CalculiX was 1.31 mm 
which is less than the limiting value specified in SQP optimisation.  Future research should be 
devoted to couple the SQP optimisation code within Salome Python code of the 
geometry/mesh to be processed after that in Calculix input deck. In addition, optimisation of 
honeycomb composite structure might prove an important area for future optimisation research 
so it is recommended that another optimisation technique such as Method of Moving 
Asymptotes MMA or Genetic algorithms is used and all optimisation results are examined. 
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 MATLAB M-script  
%This code is written to perform 

parametric optimisation using SQP 

ub= [0.002,0.010,0.001]; 

nonlcon = @Constrains;  
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algorithm-All dimensions are in SI-

units~~After reading left hand 

column to its end, continue reading 

from top of right column to its 

end. ~~File 1 consists of 3 

sections.File 2 presents 

constraints functions-File 1-

Section 1: Halpin-Tsai empirical 

approach for micromechanics 

computations & parameters 

definitions 

clc 

rhof = 1800 ; % Faces density  

rhos = 2700;  % Aluminum density 

% Material is Al honeycomb 

L=0.2; % length     

w=0.2; % breadth   

g=9.81; % Gravity acceleration       

E=60e9;    

Ef = 73.1e9; %Fibre glass Young's 

modulus 

Em = 3.45e9; 

vf=0.55; %volume fibre fraction 

vm=0.45 ; % volume matrix fraction 

uf = 0.22; % poisson ratio 

fibreglass 

um = 0.33; % poisson ratio Epoxy  

Gf = 30e9; %Shear rigidity of fibre 

Gm = 1.25e9 ; %Epoxy shear rigidity  

v12 = uf*vf + um*vm ; 

v21 = v12;  

k = 0.9;%k:fibre misalignment 

factor  

E1 =k*(Ef*vf+Em*vm);%Longitudinal 

Young's modulus  

zeta = 2; 

etae = ((Ef/Em)-1)/((Ef/Em)+zeta); 

E2 = Em*(1+zeta*etae*vf)/(1-

etae*vf);%Longitudinal Young's 

modulus 

etaG= ((Gf/Gm)-1)/((Gf/Gm)+zeta); 

G12 = Gm*(1+zeta*etaG*vf)/(1-

etaG*vf); 

lambda = 1-v12*v21 ;  

v_Al = 0.3  ; %Poisson ratio Al 

lambdac = 1-v_Al; 

s=0.0064;%Side length of cell 

%File 1-Section 2:Optimisation 

Formulation 

f=@(x)2*g*w*L*(rhof*x(1)+(x(2)*x(3)

*rhos/(s*(3^0.5))))/(((E1*x(1)*(x(2

)+x(1))^2/(2*lambda)) 

+(E1*x(1)^3/(6*lambda))+(E*x(3)^3/(

12*lambdac)))); 

A =[]; 

b = []; 

Aeq = []; 

beq = [];  

lb =[0.0015,0.001,0.0001]; 

x0 = [0.0018,0.002,0.0002] ; 

%Initialisation point 

options=optimoptions('fmincon','Algo

rithm','sqp','Display','iter') ; 

[x,fval,exitflag,output,lambda,grad,

hessian]=fmincon(f,x0,A,b,Aeq,beq,lb

,ub,nonlcon,options); 

disp (hessian); 

e = eig(hessian); 

[~,r] = chol(hessian);  

disp (e) 

disp (x) 

M=2*g*w*L*(rhof*x(1)+(x(2)*x(3)*rhos

/(s*(3^0.5)))); 

K =  M/fval ;% stiffness at optimum 

point   

% File 1-Section 3: 3D plot of the 

variables and corresponding 

objective function  

tf1 = linspace(0.001,0.009,10) ; 

h1  = linspace(0.005,0.05,10) ;  

tc1 = linspace(0.0001,0.009,10); 

[XX,YY] = meshgrid(tf1,h1); 

[VV] = meshgrid(tc1); 

WW=2*g*w*L.*(rhof*XX+(YY.*VV*rhos./(

s*(3^0.5))));%Weight-various values 

DD =(E1*XX.*(YY+VV).^2/ 2*0.9274) 

+(E1*XX.^3/(6*0.9274))+(E*VV.^3/(12*

0.7))))));%stiffness various values 

Func = WW./DD ; 

[FF] = meshgrid(Func); 

%plot objective function vs design 

variables core height&face thickness 

figure  

set(gcf, 'PaperPosition', [0 0 4 

4]); 

C = contourf(XX,YY,Func);  

clabel(C,'FontSize',12) 

xlabel('Faces Thickness in 

m','FontSize',12,'Color','k'); 

ylabel('Honeycomb Height in 

m','FontSize',12,'Color','k' ); 

%File-2:Constraints.m File 

function [c,ceq] = Constrains(x) 

%Displacement at centre due to 5000 

N concentrated force 

c(1)=0.00406*5000*0.2^4/((3.758175e1

0*x(1)*(x(2)+x(1))^2/(2*0.9274)) 

+(3.758175e10*x(1)^3/(6*0.9274))+(6e

10*x(3)^3/(12*0.7)))-

0.002;%displacement   

c(2)= 1000 -(5.75*60e9*x(3)^3/((1-

0.3^2)*0.0064)); %intercellular 

buckling acting force on the side   

ceq   =  []; 

end  
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Summary

Seepage measurement and control is one of the most significant considerations in designing and safety of

earth dams. This numerical study aims to simulate the influence of cavities presence on seepage through

earth dams taking into account rapid drawdown conditions. A series of two-dimensional finite element models

were analysed using PLAXIS 2D software to examine the influence of various factors related to cavities which

included (cavity shape and cavity position in horizontal and vertical directions). Hardening Soil and Mohr-

Coulomb were adopted for modelling the behaviour of embankment and sub-soil. A single cavity in various

position and depths in the subsoil of upstream and downstream slopes was considered in these simulations. The

results of the analyses showed that the existence of cavities beneath the upstream side considerably increases

the discharge rate through earth dam compared to their existence beneath downstream. The results of the

numerical simulation also indicated that variation of the location of the cavities in the horizontal direction is

more effective than the changes in position in the vertical direction, as well the cavity shape has an insignificant

effect on flow rates through the dam.

Key Words: Earth Dams;Seepage Analysis;Cavities;Finite Element;PLAXIS 2D

1. Introduction
In recent years, computer software adopting numerical methods have been widely used for modelling
different leakage conditions in dams. PLAXIS 2D is a software based on the numerical solution method
(Abhyankar and Bhole, 2011). It is a powerful and easy to use finite element software designed
to analyses two-dimensional problems of deformation and stability in soil and rock mechanics. The
evaluation of the software began in 1987 at Delft University of Technology (Kahlstrm 2013). PLAXIS
is utilized widely in different geotechnical engineering applications such as excavations, embankments
and foundations, tunnelling, mining and reservoir geomechanics (Brinkgreve et al., 2018). In the present
investigation, the influence of the cavity presence on seepage through the earth dam model has been
examined numerically beneath rapid drawdown condition using PLAXIS 2D considering the effect of
horizontal cavity position, cavity depth and the cavity shape.

2. Finite element modelling

2.1 Modelling of the earth dam and the cavity
To evaluate the combined influence of cavities presence and rapid drawdown condition on seepage
through an earth dam. The soil was modelled using a fine elemental mesh with fifteen-node triangular
elements plane strain. The height of the considered earth dam model was 15m from the crest to the
sub-soil, a crest width of 6m, subsoil depth of 20m and the inclinations of both the upstream and
downstream were 1Vertical: 2.5 Horizontal. The height of the initial water level of the reservoir was
12m from the sub-soil thereafter it was speedily reduced to the level of 4m during 5 days for simulating
rapid drawdown condition. Figure 1 depicts the geometry of the earth dam model and the schematic
finite element mesh. In this study, cavities were modelled using PLAXIS 2D code as idealized holes
excavated away from the soil mass and assumed to have no lining. The seepage analyses were conducted
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using two types of cavities; circular and irregular cavity shape models. To study the influence of the
cavity location the cavities were assumed in positions which varied vertically and horizontally in the
sub-soil of the upstream side of the dam.

2.2 Material modelling
The Hardening Soil constitutive model and the Mohr-Coulomb (MC) model were utilized for modelling
the soil of dam body and sub-soil respectively. Mohr-Coulomb is a perfect linear elastic-plastic model.
Because it is easy to understand, simple and requires fewer soil parameters specified by simple tests, it
is more commonly used compared to other models (Obrzud, 2010). The input parameters encompass,
unit weight of soil (γ unsaturated = 17kN/m3 and γ saturated = 21kN/m3), Poisson’s ratio
(v

′
= 0.3), cohesion (C

′
= 5kN/m2), angle of dilatancy (Ψ = 5◦), internal angle of friction (Φ

′
=

35◦), coefficients of permeability in horizontal and vertical directions (kx and ky = 0.01m/day),
and the Young’s modulus (E

′
= 5.0E4) (Brinkgreve et al., 2018). Hardening Soil model has more

flexibilities in modelling and encompasses more input parameters in soil modelling (Keyvanipour et al.,
2012). The Hardening Soil model is nonlinear elasto-plastic and its required input parameters include
(γ unsaturated = 16kN/m3 and γ saturated = 20kN/m3), v

′
= 0.3, C

′
= 25kN/m2,Ψ = 1◦,Φ

′
=

22.5◦, and (kx and ky = 10.0E − 4m/day), soil stiffness parameters include reference modulus of
primary loading in standard drained triaxial test (Eref

50 = 25.0E3kN/m2), reference modulus of primary
loading in drained oedometer test (Eref

ode = 25.0E3kN/m2), reference modulus of unloading /reloading
in drained triaxial test (Eref

ur = 75.0E3kN/m2) (Brinkgreve et al., 2018).

Figure 1: Earth dam model geometry and finite element mesh

3. Seepage Results and Analysis

3.1 Influence of existence and horizontal position of cavity
In order to investigate the influence of the variation of the cavity position in the horizontal direction
on flow rate, eight horizontal positions of cavities were selected. These positions start from the dam
centerline toward the end of the dam base and are 0, -8, -17, -20, -24, -28, -35 and -40m away from the
centreline. The cavity horizontal position (X) is the horizontal distance from cavity centerline to earth
dam centerline. The seepage analysis was implemented considering the existence of a single cavity
model of the diameter of 60cm positioned at the depth of 1m in all considered horizontal locations.
Figure 2 reveals a comparison between the effect of circular and irregular cavities on the flow rate
through the earth dams. The results showed that the presence of circular cavity at location L2 (-8, -1)
led to a great increase in the flow rate 459.2*10-3m/day compared to 2.58*10-3m/day for a cavity-free
model. Generally, the increase in the flux rate ranged from 3.05*10-3m/day to 26.4*10-3m/day for
locations L8 (-40, -1) and L1 (0, -1) respectively. It is worth mentioning that this impact decreases as
the cavity position becomes closer to the end of the dam base toward the location L8 where the flow
rate in this location amounted to 3.05*10-3m/day compared to 2.58*10-3m/day in the case of absence
of cavities. It is seen from the results that presence of irregular cavities considerably increases the
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flow rate, the flow rate increased from 3.127*10-3m/day for the model without cavities to 579.4*10-
3m/day for the model with a cavity at location L2 (-8, -1). As it is clearly indicated by the results, the
influence of cavities is associated with their horizontal position where the flow rate values range from
3.532*10-3m/day to 579.4*10-3m/day for models with a single cavity at locations between L8 and L2.
The results also showed that the flow rate reduces as the distance between the dam centerline and the
cavity centerline increase. The comparison indicated that the cavity shape has an insignificant effect
on flow rates at all studied locations with the exception of location L2 (-8, -1) in which the flow rate
increased by 26.17% when using an irregular cavity model compared to a circular cavity model with
equivalent cross-sectional area.

Figure 2: Comparison between the effect of presence of circular and irregularly shaped cavities in
various horizontal positions and at the depth of 1m

3.2 Influence of cavity depth
To assess the influence of cavity depth on seepage through earth dams four depths for cavities were
selected in the sub-soil of upstream Y= 1m, 2m, 3m and 4mkeeping the same horizontal cavity positions
as presented above. Cavity depth (Y) is the vertical distance from the dam base to cavity centreline.
The results presented in Figure 3a exhibit the influence of depth of the circular cavity on the flow rate.
As shown, the flow rate values increase slightly with increasing cavity depth from 1m to 4 m. E.g.
at locations L3 and L8 the flow rates increase from 15.47*10-3m/day to 19.13*10-3m/day and from
2.81*10-3m/day to 4.16*10-3m/day when the cavity depth changes from 1m to 4m respectively. This
increase is more significant when the model contains a cavity situated at location L2, where the flow
rate value increases from 459.8*10-3m/day at the depth of 1m to 721.2*10-3m/day at the depth of 2m
and then reduces to 527.5*10-3m/day at the depth of 4m. Results in Figure 3b indicate the influence
of depth of irregularly-shaped cavities on the flow rate. It is clear that the flow rate values increase
somewhat with increasing cavity depth from 1m to 4m for all horizontal positions except positions
X1(0) and X2 (-8). In X1 location there is a slight decrease in flow rates from 28.92*10-3m/day to
27.3*10-3m/day with increasing the depth, whilst the flow rate increases from 579.4*10-3m/day to
769.9*10-3m/day then reduces to 587*10-3m/day as the depth increases to 2m and then to 4m. It
is clear that the horizontal cavity position is more influential on seepage rate through the earth dams
compared to cavity depth.

Conclusions
Influence of cavities in terms of shape, horizontal position and depth on seepage through earth dams has
been studied in the current investigation. Based on the results presented, the following key conclusions
can be drawn:

• Presence of cavities in the sub-soil of an earth dam during rapid drawdown condition considerably
increases the flow rates through the dam.
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• Variation of cavity position horizontally significantly affects flow rates whilst relocation in the
vertical direction does not seem to be as influential.

• Effect of the presence of cavities becomes less considerable on flow rate as the horizontal distance
between the cavity centerline and the dam centerline increases.

• An increasing vertical distance between the centerline of the cavity and the base surface of the
earth dam seems to have a smaller influence on the flow rate, even though with increasing the
cavity depth, flow rate through the earth dam still increases.

• The cavity shape has an insignificant effect on flow rates through the dam.

• The horizontal cavity position (in X-direction) is the most effective factor on the seepage among
all the studied factors in this research.

Figure 3: Flow rate vs. location of cavities for a: circular cavity model, b: irregularly-shaped cavity
model at various depths
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Summary

Wind-driven vehicle accidents and traffic interruptions in long-span bridges represent a real problem in the

UK and abroad. Recently, adaptable wind barriers that can rotate with the wind to protect the traffic and

to avoid excessive forces on the deck have been proposed by the bridge aerodynamics research team at City,

University of London (CUoL) [1]. This paper presents a simplified numerical approach to account for the

effect of these barriers on the bridge and the traffic safety assessments. The interaction between the response

of the vehicles, the vibration of the deck and the wind is captured by means of a semi-analytical model that

solve the equations of motion for the deck, the vehicle and their coupling at every time step. The effect of

the barriers is considered by means of aerodynamic coefficients that are obtained by means of computational

fluid dynamic analysis. The methodology is applied to the Queen Elizabeth II Bridge.

Key Words: Bridge aerodynamics; traffic safety; wind barriers; wind-vehicle-bridge interaction

Wind-Vehicle-Bridge Interaction (W-VBI) model

The W-VBI analysis is a 3-stage framework that involves (1) the definition of the sources of vibration
in the deck and in the vehicles, (2) the coupled solution of the differential equations of motion of the
bridge and the traffic, and (3) the post-process of the wheel reactions and the accelerations in the
structure and in the vehicle for the assessment of the driving safety and the comfort.
The wind speed time-histories at different points along the deck are generated from the mean wind
speed and the turbulence properties. The simulation of these records follows the routines defined in
[2] and results in three-directional wind velocity histories that are correlated in time and in space. The
pavement irregularities are generated as the combination of harmonic signals that are correlated in the
along-drive and the across-drive directions.
The second stage of the W-VBI framework involves the dynamic analysis of the deck and the vehicles
crossing the bridge, which is coupled through the tyre-pavement contact forces. In addition, the wind
acting on the deck and on the vehicle induces vibrations in both systems. Assuming no loss of contact
of the wheels, the response of the bridge can be decomposed in different single degree of freedom
systems associated with the relevant vibration modes of the structure. The governing equations of
motion in the coupled structure-traffic system can be expressed in terms of the displacement of the
bridge (qb) and the vehicles (qv), and in terms of their time derivatives:

[
Mb 0
0 Mv

] [
q̈b

q̈v

]
+

[
Cb + Cv

b Cv,b

Cb,v Cv

] [
q̇b

q̇v

]
+[

Kb + Kv
b Kv,b

Kb,v Kv

] [
qb

qv

]
=

[
ΦT (fb,r + fb,w)
fv,g + fv,r + fv,w

]
, (1)

where Mi, Ci and Ki refer to the mass, damping and stiffness matrices for the bridge (i = b) and
the vehicles (i = v), respectively. Note that the coupling damping and stiffness matrices (Cv,b = Cb,v
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Figure 1: View of the adaptable wind barriers proposed in [1] under (a) moderate and (b) severe winds;
(c) aero-static equilibrium in a blade; (d) rotation of a rail for different wind speeds.

and Kv,b = Kb,v, Cv
b and Kv

b) are time-dependent because they are influenced by the position of the
vehicles on the deck [3]. The forcing vectors include the effect of the pavement irregularities (fb,r
and fv,r), the gravity force (fv,g) and the wind actions on the vehicles (fv,w) and on the bridge (fb,w).
The effect of the adaptable wind barriers is introduced in fv,w and fb,w, as it will be discussed in the
following.

Adaptable wind barriers
The adaptable wind barriers proposed in [1] are composed of vertical posts connected by horizontal
blades (or rails) that can rotate with the wind pressure. If the wind speed is low-moderate the barriers
are in ‘closed’ position to protect the traffic (Fig. 1(a)). In the event of very strong winds, when
traffic is not expected to cross the bridge, the blades rotate to protect the structure by reducing the
wind pressure acting on the deck (Fig. 1(b)). A special blade/post connection and blade configuration
have been developed at CUoL to ensure that the moment exerted by the wind on the blades is able
to induce an optimum rotation θ with respect to the vertical line, as shown in Fig. 1(c). Considering
a particular (and not necessarily optimum) design of the blades, Fig. 1(d) shows the results of the
aerostatic equilibrium in which buffeting and aeroelastic effects have been ignored. The result illustrates
that increasing the wind speed increases the rotation of the blades, reducing the drag on the deck.

Aerostatic approach to consider the adaptable wind barriers
In the W-VBI assessment it is proposed to include the effect of the adaptable barriers by means of
aerodynamic coefficients for the deck and for the vehicles that depend on the mean wind speed (U)
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under consideration. First, the drag, lift and (pitch) moment coefficients of the deck are obtained
by means of CFD or wind tunnel testing for different values of the blade rotation angle (θ) and the
angle of attack of the wind (α): Cd,j(θ, α), with j = D,L,M referring to the drag, lift and moment
coefficients, respectively. The relationship of these coefficients with the wind speed is obtained through
a quasi-estatic analysis of the rail such as the one presented in Fig. 1(d): Cd,j(U, α). This approach
ignores local aeroelastic and buffeting effects of the wind in the barriers. The mean wind forces in the
deck are then obtained as follows:

fD
d,w−s =

1

2
ρU2DCd,D(U, α), fL

d,w−s = −1

2
ρU2BCd,L(U, α), fM

b,w−s =
1

2
ρU2B2Cd,M(U, α), (2)

where D is the depth and B is the width of the deck; ρ is the density of the air.
The aerodynamic coefficients in the vehicles can be obtained analogously at different lanes. The vehicle
coefficients depend not only on the mean wind speed through the adaptable barriers but also on the
position of the vehicle on the deck and on the instantaneous angle of incidence of the wind on the
vehicles (ψ): Cv,j(U, ψ), with j = S,D,L, P,R, Y referring to the side, drag and lift forces on the
vehicle, and to the pitch, roll and yawing moments in the vehicle, respectively:

f j1
v,w =

1

2
ρV 2

r Cv,j1(U, ψ)Av, f j2
v,w =

1

2
ρV 2

r Cv,j2(U, ψ)Avhv, (3)

in which j1 = S,D,L and j2 = P,R, Y ; Av and hv are the front area of the vehicle and the distance
between its centroid and the wheel-pavement contact. The resultant wind velocity acting on the vehicle
(Vr) is a function of the instantaneous along-flow and along-drive wind speeds [2].

Application to the QEII Bridge
The above methodology was applied to the study of the QEII Bridge, a cable-stayed bridge located
in Dartford. Fig. 2 shows the contours of kinematic energy at a certain instant of the CFD analysis
conducted in ANSYS Fluent [4] for an angle of attack of the wind of α = 0◦. The wind goes from left
to right in this figure. The results also include the drag coefficient in the deck and the side coefficient in
a typical heavy good vehicle (Av = 2.3× 2.3 m2) that is centered in the windward lane. It is observed
that when the barriers are closed (θ = 0◦), for low wind speeds below U = 5 m/s, the vorticity is
concentrated at the top of the windward barrier and the vehicles are protected from wind actions by
means of a ‘bubble’ of low wind pressures across the deck width (Fig. 2(a)). For wind speeds of up
to U ≈ 25 m/s the barriers considered for this bridge rotate up to θ = 30◦, as shown in Fig. 1(d). In
this case the bubble suppresses significantly the turbulence and the wind pressure across the road lanes
(Fig. 2(b)). However, increasing the wind speed to U ≈ 40 m/s results in θ = 60◦ and the effective
porosity of the barrier favours the fluid reattachment on top of the slab of the deck, which increases
the wind pressure on the vehicles (Fig. 2(c)). In this situation traffic would not be allowed to cross
the bridge but a vehicle is included in the analysis for illustration purposes. Fig. 2 presents the wind
contour of wind pressures at the same instant of the CFD analysis.
In the CFD analysis the drag coefficient in the deck of the QEII Bridge was normalised as:

Cd,D =
2fD

d,w−s

ρU2D
(4)

with D = 2.24 m is the depth of the deck without barriers; ρ = 1.225 kg/m5. The side coefficient of
the vehicle was obtained ignoring its driving speed as:

Cv,S =
2fS

v,w

ρU2Av

(5)
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0 =0o(a) closed barriers: 0 =30o(b) 0 =60o(c) 

Figure 2: Kinematic energy field around the QEII Bridge deck with adaptable barriers with different
inclination: θ.

0 =30o(b) 0 =60o(c) 0 =0o(a) closed barriers: 

Figure 3: Pressure field around the QEII Bridge deck with adaptable barriers.

and it was calculated with and without barriers to observe their influence. The results indicated that
the side coefficient of the vehicle when the deck has adaptable barriers, compared with the results
obtained without them, is reduced by a factor of 37.8, 1.8 and 1.17 when the wind speed is U ≈ 5,
25 and 40 m/s, respectively. This indicates that the barriers can efficiently protect the driving safety
with angles of inclination below 60◦.

Conclusions
This paper presents a simplified approach to include in the wind-vehicle-bridge interaction (W-VBI)
problem the effect of adaptable barriers that can rotate with the wind. The method ignores the buffeting
and the aeroelastic effects in the consideration of the local response of the blades of the barriers but
they can be accounted for in the global 3D response of the coupled bridge/traffic system.
The results of a CFD analysis in the QEII Bridge are presented. It is observed that by increasing the
wind speed the barriers rotate, decreasing the pressure on the deck and increasing the wind forces on
the vehicles. Nevertheless, wind speeds below 40 m/s result in wind side forces on the vehicles that
are smaller than those without barriers. More research on the lift and the moment coefficients of the
deck and the vehicles for different angles of inclination of the barrier blades is being conducted.
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