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Summary

This thesis presents an adaptive finite element procedure for electromagnetic scat-

tering problems in two dimensions. The work addresses the issues of higher order

basis functions and demonstrates their advantages over lower order approximations.

A new a–posteriori error estimator is derived which is capable of producing bounds

on non–linear outputs of the scattering problem. Subsequently, this is used to auto-

matically adapt both the polynomial order and the mesh spacing. The effectiveness

of the procedures are demonstrated through a series of examples.
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Chapter 1

Introduction

1.1 Background

In the 17th century, Newton developed the mathematical notion of a gravitational

force to describe planetary motion. Later came the concept of an elastic force,

followed by the formulation of electric and magnetic forces.

Faraday discovered that electromagnetic forces were generated by fields, origi-

nating from charged objects. Furthermore, Maxwell found that an electromagnetic

disturbance originated by a charged body is not immediately observed by another

body, but instead travels out as a wave. Classical electromagnetic theory was mainly

the product of research in the 19th century, but it has now been realised that elec-

tromagnetics has much wider applications than initially thought. To illustrate this,

some modern application areas are now considered.

Antennae are used in the transmission of electromagnetic waves. They are now

commonly visible on the roofs of tall buildings and on the tops of hills, often clearly

visible from miles around. Their purpose is to provide communication links for

radio, television and telephone systems. Many view antennae as an intrusion in to

the countryside’s natural beauty, but they are necessary as they provide an essential

purpose of transmitting information around the globe.

Mobile phones operate by transmitting and receiving signals from antennae us-

ing electromagnetic waves. When these waves come in to contact with obstacles in

1
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their path, scattering of the waves can occur. In addition, when waves are transmit-

ted through penetrable media, such as the human brain, the energy from the waves

may be absorbed. It is therefore of interest to medical personnel to find out how

electromagnetic waves are transmitted through the brain and what, if any, effect

they have.

Airline companies have banned the use of mobile phones on planes during

flight. This is because the signals they produce may interfere with the aeroplanes

electronic systems. This electromagnetic compatibility problem is currently of in-

terest in the design of systems which are not effected by other electronic devices.

Electromagnetic waves can also be used in the detection of hidden targets. De-

termining the location of hidden land mines is a benefit that comes from the use

of this technology. Another application is the discovery of geophysical features for

use within the archeological community.

Radar is extensively used in the aerospace industry to track the course of civilian

and military vehicles. The radar profile emerges from the scattering of electromag-

netic waves across the surface of the vehicle. It is desirable to be able to predict a

profile, in advance, to enable recognition. For certain military applications, such as

the stealth fighter, it is desirable to minimise the radar profile observed.

Only a few topics in electromagnetics have been mentioned, but already it is

possible to observe that the topic is wide ranging and has many applications.

1.2 Engineering Solutions

Traditionally engineers have used experimental and theoretical methods to solve

problems in electromagnetics. However, theoretical methods tend to be limited

in application to problems which involve simple geometries, whilst experimental

methods can be expensive and place limits on the design cycle of a product.

To address these issues, there has been a move towards the use of computational

methods, which are aimed at using a computer to produce a fast and cheap solution

to engineering problems. This is an increasing trend which is driven in part by
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the ever increasing capacity of modern machines. As these increases in computer

resources have unfolded, there has been a concurrent development of new com-

putational techniques. The accuracy of these computational techniques, is often

measured by comparing the computational solution to an exact analytical solutions.

This validation shows that accurate solutions can be obtained using a variety of

different computational methods.

One area of electromagnetics which presents a significant computational chal-

lenge is the calculation of the radar profile for the electromagnetic scattering prob-

lem. For the frequencies of interest, the wavelength of the waves is very short

compared to the length of the scatterer. This means that, even using current com-

putational techniques on the world’s most efficient computers, the solution to this

problem still presents a significant challenge.

1.3 Computer Methods for Scattering Problems

A number of computer methods are currently employed to solve electromagnetic

scattering problems. One of the most popular, and oldest, methods is the finite

difference method. This method has been held in high respect, due to the efficiency

of a particular implementation, called the Yee scheme [1]. This scheme provides

a very fast method which is capable of producing accurate solutions in the time

domain. However, the method suffers from the drawback that it only provides a

pointwise approximation of the solution. In this sense, it can not provide accurate

solutions for complex geometries which occur in real life problems.

In engineering mechanics, one of the most widely used technique for the numer-

ical solution of differential equations is the finite element method [2]. This method

was originally developed for the aerospace industry for the analysis of the stresses

strains that were placed on a vehicle during flight. Over the last 30 years, the method

has been shown to be flexible and it is now applied to a variety of challenging prob-

lems in different areas of engineering mechanics, including electromagnetics. In

particular, the ability to model complex geometries by unstructured meshes has en-
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abled the solution of a number of challenging problems, including electromagnetic

scattering by a complete aircraft [3]. Unfortunately, the wavelengths which can be

solved using this method are still much larger than those which are of interest to

industry.

To address these issues, there has been an intense drive for efficient strategies

over the last decade. In particular, we have seen how the use of parallel program-

ming of the finite element method in the time domain has led to greater efficiency of

the computational algorithm and allowed the solution of much larger problems [3].

Recently, the use of discontinuous Galerkin methods coupled with a spectral dis-

cretisation in the time domain [4] has also enabled the solution of some very large

problems. There has been extensive research, eg. [5, 6, 7], in to alternative absorb-

ing boundary conditions which allow the reduction in the size of the computational

domain. The use of overlapping meshes in the finite difference time domain [8] has

also led to its application to a number of new challenging problems.

In the frequency domain, the use of higher order elements [7, 9, 10, 11, 12, 13,

14, 15, 16, 17, 18] has allowed the efficient modelling of multilayer structures. The

use of new novel finite elements [19, 20] also holds great promise for the solution

of large scale scattering problems. The use of fast multipole methods [21], although

currently limited in application, also shows that large scale scattering simulations

can be undertaken with current computer resources.

The question of accuracy and reliability of numerical solutions has led to the

development of a large number of efficient and accurate error estimators in engi-

neering mechanics [22]. These estimators enable the quantification of the error for

problems that have no analytical solution and therefore are of great interest. Very

often, these estimates are then employed to adaptively refine until a desired toler-

ance is reached. Recent work [23, 24, 25, 26], which is of great interest, involves the

ability to place rigorous upper and lower bounds on a computed numerical solution.

In this way, one is able to iterate a design procedure until the desired tolerance is

achieved. The application of this technique to the area of electromagnetics remains

wide open.



1.4. OBJECTIVE OF THE WORK 5

1.4 Objective of the Work

The objective of this work is to generate a new adaptive finite element procedure

for two dimensional electromagnetic scattering problems in the frequency domain.

In particular, the approach is to be implemented on hybrid meshes of higher order

quadrilateral and triangular elements. We intend to use an error bound evaluation

procedure to place quantitative bounds on an engineering output of the scattering

problem. It is then hoped that this will be able to provide an automatic adaptive

finite element solution procedure.

Using this scheme, it is hoped that scattering by electrically large structures can

be undertaken to a prescribed degree of accuracy. The success of these computa-

tions will show how viable a three dimensional extension may be. To achieve this

objective, we split the work in to a number of specific stages, which are described

in the outline of the thesis.

1.5 Outline of the Thesis

This thesis is composed of nine chapters. The main body of the work is contained

in Chapters 2 to 8 and the conclusions of the work are presented in Chapter 9.

In addition to the nine chapters, an appendix describes further details of some of

the issues raised in the thesis. A brief description of the material covered in these

chapters is:

• Chapter 2 is entitled Mathematical Model of Electromagnetics. This chapter

describes the underlying theory of the electromagnetic problems described in

this thesis. It also provides the mathematical tools which are employed in the

remaining chapters.

• Chapter 3 is entitled Geometry Representation and Basis Functions. The aim

of this chapter is provide the information that is required to implement the

higher order finite element method which is advocated in this thesis. We
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address the issues of how the field variables are represented and how the

geometry is approximated.

• Chapter 4 is entitled Performance of the Edge Element Basis. This chapter

seeks to address the convergence and accuracy of the proposed scheme by

analyzing a model problem with known exact solution. Issues relating to the

dispersion in the simulation of wave propagation problems are also raised.

• Chapter 5 is entitled Edge Element Formulation for Scattering Problems. The

purpose of this chapter is to present a complete derivation of a finite element

procedure for scattering problems. A summary of the available methods for

truncation of the infinite domain is given.

• Chapter 6 is entitled Results of the Edge Element Approach for Scattering

Problems. This chapter shows the effectiveness of the proposed scattering

formulation through the solution of a series of numerical examples.

• Chapter 7 is entitled A–posteriori Error Estimator for Scattering Problems.

This presents an application of the error bound evaluation procedure [23, 24,

25] to electromagnetic scattering problems. The chapter proposes an exten-

sion to the original method which is capable of dealing with higher order

elements.

• Chapter 8 is entitled Adaptive Procedures for Electromagnetic Scattering

Problems. In this chapter, the local contributions to the error estimator de-

scribed in Chapter 7 are employed to adaptively refine the discretisation. Lo-

cal refinement of the mesh and local refinement of the polynomial order are

considered.

• Chapter 9 presents the conclusion and suggests some areas for further work.



Chapter 2

Mathematical Model of

Electromagnetics

2.1 Introduction

Electromagnetic phenomena are governed by Maxwell’s Equations. These equa-

tions relate the electric and magnetic field intensity vectors (E∗ and H∗ respec-

tively) and the material properties of the medium. The full set of equations may be

written as

divD∗ = γ∗ (2.1)

divB∗ = 0 (2.2)

curlH∗ = J∗c +
∂D∗

∂t
(2.3)

curlE∗ = −∂B
∗

∂t
(2.4)

In addition, the auxiliary equations

div J∗c +
∂γ∗

∂t
= 0 continuity equation (2.5)

D∗ = ε∗E∗ B∗ = µ∗H∗ J∗ = σ∗E∗ constitutive equations (2.6)

must be added to complete the set. Here D∗ is the electric flux density vector, γ∗

is the electric charge density. B∗ is the magnetic flux density vector and J ∗c is

7
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the electric current density vector. In addition, ε∗, µ∗, σ∗ denote the permittivity,

permeability and conductivity respectively of the medium.

For many practical problems, we can apply simplifying assumptions to the gov-

erning equations. The assumptions we wish to make concern the behaviour of the

materials that we wish to use. For this thesis, we will assume that

1. the medium obeys Ohm’s Law J ∗c = σ∗E∗;

2. the electric charge density is zero (γ∗ = 0);

3. all materials will be assumed to be non-lossy;

4. the conductivity of the materials is negligible (σ∗ = 0);

5. the permittivity and permeability do not vary in time;

6. problems will be restricted to two dimensions.

By imposing these conditions on Maxwell’s equations, and employing the consti-

tutive relations, it can be deduced that

curlH∗ = ε∗
∂E∗

∂t
(2.7)

curl E∗ = −µ∗∂H
∗

∂t
(2.8)

div ε∗E∗ = 0 (2.9)

div µ∗H∗ = 0 (2.10)

It should be observed that Maxwell’s equations have now reduced to a set of two

curl equations and two divergence equations involving only the electric and mag-

netic field intensity vectors and two material properties. It is the numerical solution

of this set of four equations that will receive attention in this thesis.

2.2 Vector Wave Equations

In this section, we combine the two curl equations to form a vector wave equation,

governing the variation of either the electric or the magnetic field intensity. Follow-
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ing the approach outlined in Seely [27], we derive the wave equation for the electric

field. Taking the curl of equation (2.8) gives

curl
(
µ∗−1curl E∗

)
= −curl

∂H∗

∂t
(2.11)

Interchanging the derivatives on the right hand side of the above equation, we can

write

−curl
∂H∗

∂t
= − ∂

∂t
(curlH∗) (2.12)

and, using equation (2.7), it follows that

curl
(
µ∗−1curl E∗

)
= − ∂

∂t

{
ε∗
∂E∗

∂t

}
(2.13)

Finally, we have that the electric field satisfies the wave equation

curl
(
µ∗−1curl E∗

)
+ ε∗

∂2E∗

∂t2
= 0 (2.14)

It is noted that a similar process yields the result

curl
(
ε∗−1curlH∗

)
+ µ∗

∂2H∗

∂t2
= 0 (2.15)

for the magnetic field.

2.3 Eliminating Time Dependence

When the electric and magnetic fields are such that their time variation is harmonic

(composed of sine or cosine waves), the mathematical analysis can be simplified.

By restricting ourselves to a wave of single frequency, ω∗, we have that

E∗ = E(cosω∗t+ i sinω∗t) = Eeiω∗t (2.16)

H∗ = H(cosω∗t+ i sinω∗t) = Heiω∗t (2.17)

where k denotes the wave number and E and H should now be interpreted as

complex quantities. The wave number of a single frequency wave is given by

k2 = ω∗2µ∗ε∗ (2.18)
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and it is therefore a function of the properties of the medium. On substituting equa-

tion (2.16) in to (2.14), and (2.17) into (2.15), the vector wave equations become

curl
(
µ∗−1curl E

)
− ω∗2ε∗E = 0 (2.19)

curl
(
ε∗−1curlH

)
− ω∗2µ∗H = 0 (2.20)

These equations are the usual starting point for the development of frequency do-

main algorithms.

2.4 Polarisation

For all problems in two dimensions, one can simplify the analysis by employing

decomposition in to transverse electric (TE) and transverse magnetic (TM) polari-

sations. In the TE polarisation, we assume the z component of electric field to be

zero. Hence this reduces the number of electric components that need to be solved.

To reconstruct the magnetic field for the TE polarisation, reconsider equation (2.8)

now assuming that the time variation is harmonic

curl E = −iµ∗ω∗H (2.21)

Thus, once E has been found, we can determine H for the TE polarisation. Simi-

larly, the TM polarisation assumes the z component of the magnetic field to be zero.

Construction of the electric field follows from

curlH = iε∗ω∗E (2.22)

which is the equation which results from employing equations (2.16) and (2.17) in

equation (2.7).

2.5 Boundary Conditions

No mention has yet been made of the boundary conditions which are to be applied

to the governing wave equations (2.19) and (2.20).
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2.5.1 PEC Wall

Suppose that the boundary, ΓPEC , of a domain Ω, is adjacent to a region that has

infinite conductivity. A material of infinite electrical conductivity is called a perfect

electrical conductor. Perfect electrical conductors are often used to approximate

regions of very high conductivity. In a perfect conductor, no normal magnetic or

tangential electric field can exist. To simulate this, the conditions

n ∧E = 0 n · (µ∗H) = 0 (2.23)

should be enforced on ΓPEC where n is the unit outward normal to the surface.

2.5.2 Magnetic Wall

A magnetic wall [28] is introduced to aid application of PEC boundary conditions

in the TM polarisation. The magnetic wall forms the boundary ΓMAG to (part of)

the domain Ω By swapping the electric and magnetic fields, and permeability for

permittivity in equation (2.23) we obtain the conditions

n ∧H = 0 n · (ε∗E) = 0 (2.24)

that should be enforced on ΓMAG.

2.5.3 Dielectric Interface

At an interface between two distinct materials, a and b, the boundary conditions

that should be enforced are

n ∧Ea = n ∧Eb n ∧Ha = n ∧Hb (2.25)

n · ε∗aEa = n · ε∗bEb n · µ∗aHa = n · µ∗bHb (2.26)

These require the tangential components of the electric and magnetic fields to be

continuous over the interface. In addition, the normal components of electric and

magnetic flux density vectors are to be continuous.
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2.6 Non–Dimensional Strong Form

There is a common misconception amongst the electromagnetic community that,

when solving the time harmonic curl curl equations, one can neglect the divergence

condition. This, however, is not the case in general. If one determines a solution

E which satisfies equation (2.19) then it follows, from taking divergence of (2.19),

that this solution is only divergence free provided that ω∗ > 0 [29]. A similar

argument applies for the magnetic field in equation (2.20). For the case when ω∗

is not specified, then one cannot guarantee that the solution E to equation (2.19),

or the solutionH to equation (2.20) is divergence free. Here, we must include the

divergence conditions.

Therefore, the governing equations are considered in the strong form

curl
(
α1
−1curlU

)
− ω2α2U = 0 div α2U = 0 (2.27)

Here the solution vectorU is defined as

U =




E for δ = 1

H for δ = −1
(2.28)

where δ is parameter which is equal to 1 for the TE polarisation and equal to−1 for

the TM polarisation and the problem coefficients

α1 = µ α2 = ε for δ = 1 (2.29)

α1 = ε α2 = µ for δ = −1 (2.30)

are written in terms of relative permeability and permittivity. These relative quanti-

ties are defined as

ε =
ε∗

εfs
µ =

µ∗

µfs
(2.31)

where εfs and µfs are the values for free space and the scaled frequency is defined

as

ω = ω∗
√
εfsµfs (2.32)

The recovered field vector

V = −δα
−1
1

iω
curl U =




H
√
µfs
εfs for δ = 1

E
√
εfs
µfs for δ = −1

(2.33)
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is defined in terms of the solution vector and the problem coefficients. The boundary

conditions at a perfect conductor or at a magnetic wall, are written as

n ∧U = 0 on ΓD (2.34)

n ∧ α−1
1 curl U = 0 and n · α2U = 0 on ΓN (2.35)

where

ΓD =





ΓPEC for δ = 1

ΓMAG for δ = −1
(2.36)

ΓN =





ΓMAG for δ = 1

ΓPEC for δ = −1
(2.37)

Note that the condition n · curl U = 0 on ΓD is not included in the set, as it is

automatically satisfied by TE or TM waves. The material interface conditions are

n ∧U a = n ∧U b n ∧ α−1a
1 curl U a = n ∧ α−1b

1 curlU b (2.38)

n · αa2Ua = n · αb2U b (2.39)

where the condition n · curlU a = n · curl U b is not included also as it is automat-

ically satisfied by TE or TM waves.

2.7 Uniqueness of the Strong Form

In this section we examine whether the solution that is admitted by the strong form

is the only possible solution. We have already seen that including the divergence

condition is necessary to enforce zero divergence if ω is not specified. To show

uniqueness of the solution of Maxwell’s curl equations, and hence of the vector

wave equation (2.27), Balanis [28] considers two possible solutions U a and U b

of the strong form. He shows that the difference ∆U = U a − U b also satisfies

Maxwells curl equations and that this difference is zero when U a = U b. In fact,

Balanis obtains uniqueness for the following cases in a lossless medium:
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1. if n ∧ U is specified on ΓD; then n ∧ ∆U = 0 on ΓD. No specification of

the normal conditions are necessary when considering only the vector wave

equation;

2. if n ∧ α−1
1 curlU is specified on ΓN ; then n ∧ α−1

1 curl ∆U = 0 over ΓN ;

The inclusion of normal conditions in the strong form is, therefore, only necessary

due to the inclusion of the divergence condition.

2.8 An Initial Weak Variational Formulation

With a numerical solution procedure in mind, a weak variational formulation is

derived. For this, we introduce the notion of a domain, Ω, where the solution is of

interest and insist that this domain is strictly bounded by a boundary ΓF on which

the solutionU is known and is divergence free.

It has been shown [29] that the correct mathematical space for the solution U

of this problem is

Z = {u ∈ H(curl; Ω); divα2u = 0} (2.40)

where

H(curl; Ω) =
{
u ∈ (L2(Ω))3; curl u ∈ L2(Ω)

}
(2.41)

Equipped with these definitions, the variational formulation of the problem may be

derived. If we introduce a weighting function W ∈ H(curl; Ω), multiply its com-

plex conjugate W by the vector wave equation (2.27) and integrate over a domain

Ω we deduce the variational form
∫

Ω

{
curl α−1

1 curl U ·W − ω2α2U ·W
}

dΩ = 0 (2.42)

Application of the vector identity (curlA) ·B = A · (curlB)− div (B ∧A) leads

to
∫

Ω

{
α−1

1 curlU · curlW − ω2α2U ·W
}

dΩ

=

∫

Ω

{
div

(
W ∧ α−1

1 curlU
)}

dΩ (2.43)
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The divergence theorem for a continuously differentiatable vector field C which

exists in a domain Ω bounded by the closed surface Γ can be written as
∫

Ω

divC dΩ =

∫

Γ

n ·C dΓ (2.44)

where n is the unit outward normal to the surface. When the divergence theorem is

applied to the right hand side of equation (2.43), we have
∫

Ω

{
α−1

1 curl U · curlW − ω2α2 U ·W
}

dΩ

=

∫

ΓF

{
n ·
(
W ∧ α−1

1 curl U
)}

dΓ (2.45)

This means that a weak variational formulation of the problem can be written as:

find U ∈ Z such that
∫

Ω

{
α−1

1 curlU · curlW − ω2α2U ·W
}

dΩ =

−
∫

ΓF

{
W ·

(
n ∧ α−1

1 curl U
)}

dΓ ∀W ∈ H(curl; Ω) (2.46)

following manipulation of the scalar triple product.

2.9 An Initial Mixed Formulation

The approach of Kikuchi [29] and of Demkowicz [9, 10, 11, 7, 12], is to re-impose

the divergence condition as a additional constraint to the problem. Firstly, they

introduce a space of Lagrange multipliers

V =
{
p ∈ H1(Ω) : p = 0 on ΓF

}
(2.47)

where the Lagrange multiplier p is set to zero on boundaries at which the constraint

n ∧ U = 0 is to be imposed, or those which impose divergence free fields. Then,

by substituting grad q (where q ∈ V ) forW in equation (2.46) it follows that

−
∫

Ω

ω2α2U · grad q dΩ = 0 ∀q ∈ V (2.48)

This is the weak variational form of the divergence constraint. Finally, substituting

U+grad p forU in equation (2.46), and considering the new divergence constraint,
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leads to the mixed form: find U ∈ H(curl; Ω) and p ∈ V such that

∫

Ω

{
α−1

1 curl U · curlW − ω2α2(U + grad p) ·W
}

dΩ =

−
∫

ΓF

{
W ·

(
n ∧ α−1

1 curl U
)}

dΓ ∀W ∈ H(curl; Ω) (2.49)

−
∫

Ω

ω2α2U · grad q dΩ = 0 ∀q ∈ V (2.50)

It is convenient to introduce a new notation for this mixed formulation which en-

ables it to be written more compactly. Defining the bilinear forms

a(u, v) =

∫

Ω

α−1
1 curlu · curl v dΩ (2.51)

b(u, v) =

∫

Ω

ω2α2u · v dΩ (2.52)

and the linear form

l(v) = −
∫

ΓF

v · n ∧ α−1
1 curlU dΓ (2.53)

then the above mixed form can be written as: find U ∈ H(curl; Ω) and p ∈ V such

that

a(U ,W )− b(U ,W )− b(grad p,W ) = l(W ) (2.54)

−b(U , grad q) = 0 (2.55)

for allW ∈ H(curl; Ω) and for all q ∈ V .

2.10 A Special Class of Problems

We now restrict consideration to a special class of problems where ω is specified to

be a real constant, ie ω � 0. We consider the choice of W = grad q for the test

function in equation (2.49). This is valid choice, since the statement is true for all

functions inH(curl; Ω), and it yields the result

α2ω
2

∫

Ω

(U + grad p) · grad q dΩ = 0 ∀q ∈ V (2.56)
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Upon substitution of equation (2.50), we have

α2ω
2

∫

Ω

grad p · grad q dΩ = 0 ∀q ∈ V (2.57)

Since ω � 0, this expression implies that p is a constant, and it follows that since

p = 0 on ΓF , this constant is equal to 0. For any solution U ∈ H(curl; Ω), the

Lagrange multiplier p is zero and may therefore be omitted. Hence, for this special

class of problems, we may search for solutions which satisfy the simpler weak

variational statement: find U ∈ H(curl; Ω) such that

a(U ,W )− b(U ,W ) = l(W ) ∀W ∈ H(curl; Ω) (2.58)

This is identical to the initial weak variational form we derived without the use of

the divergence condition.

2.11 A Mixed Formulation for all Occasions

Using techniques similar to those just described, Demkowicz and Vardapetyan [9]

derived the mixed formulation which is capable of describing all the features given

in the strong form. They defined the spaces

Z0 = {u ∈ H(curl; Ω); n ∧ u = 0 on ΓD} (2.59)

and

V0 =
{
p ∈ H1(Ω); p = 0 on ΓD

}
(2.60)

and derived the mixed formulation: find U ∈ Z0 and p ∈ V0 such that

a(U ,W )− b(U ,W )− b(grad p,W ) = 0 ∀W ∈ Z0 (2.61)

−b(U , grad q) = 0 ∀q ∈ V0 (2.62)

Demkowicz and Vardapetyan [9] show, by integrating, that this mixed form is equiv-

alent to the original strong statement of the problem.
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2.12 Uniqueness of the Mixed Formulation

When variational methods are applied to the Stokes equations, which govern vis-

cous fluid flow, they can result in a mixed formulation [30]. The stability of this

mixed system was investigated by Babuska and Brezzi [31] who independently de-

rived the condition needed for a stable variational framework. In a similar manner,

Demkowicz [9] has derived the Babuska–Brezzi condition

||(U , p)||Hc∧V ≤ c||l||Hc′∧V ′ (2.63)

which is required for the stability of mixed system shown in section 2.11. In this

expression, the notation || · ||Hc∧V is used to denote a norm. A norm is a measure

of a prescribed quantity and the precise definition of the || · ||Hc∧V norm is

||(U , p)||2Hc∧V = ||U ||2Hc + ||p||2V (2.64)

where

||U ||2Hc =

∫

Ω

(
U ·U + curl U · curlU

)
dΩ (2.65)

||p||2V = ω4

∫

Ω

grad p · grad p dΩ (2.66)

and the constant c known as the inf–sup constant is given by

c = max

{
1 + ω2,

1 + λ̃i

|λ̃i − ω2|
, i = 1, 2, · · ·

}
(2.67)

In this expression, λ̃i represent the eigenvalues of the problem: findU ∈ H(curl; Ω)

and λ̃ ∈ � such that
∫

Ω

α−1
1 curlU · curlW dΩ = λ̃α2

∫
U ·W dΩ ∀W ∈ H(curl; Ω) (2.68)

The Babuska–Brezzi condition shows that the solutions of the mixed systems given

by either (2.50) and (2.49), or (2.61) and (2.62) are therefore unique, under the

condition that ω2 6= λ̃i and stable as ω → 0. Therefore this scheme is suitable

for solving all possible problems which may be posed within the framework of the

strong form.
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In addition, Demkowicz [10] derives the estimate

||U ||Hc ≤ c||l||Hc′ (2.69)

for the stability of the scheme given in equation (2.58) where

c = max

{
1

ω2
,

1 + λ̃i

|λ̃i − ω2|
, i = 1, 2, · · ·

}
(2.70)

is the new constant. For this scheme, the stability deteriorates as ω → 0, however

this is avoided in practice by the assumption that ω is large.

2.13 Summary

To summarise, using a mixed formulation guarantees stability and the satisfaction

of the divergence condition as ω → 0. For problems involving the calculation of

eigenvalues λ̃ = ω2, then one should always adopt a mixed formulation to guarantee

that the divergence condition is properly enforced. However, for wave propagation

problems, where ω is known and sufficiently large, one may neglect the divergence

condition. In particular, it can also be shown (see Appendix A) that scattering

problems with large wavenumbers, which are the subject of later chapters, do not

require the incorporation of the divergence condition.
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Chapter 3

Geometry Representation and Basis

Functions

3.1 Introduction

Given a weak variational form of the electromagnetic problem, the selection of trial

functions from the correct functional space is described. The H(curl; Ω) conform-

ing finite element approximations to electromagnetics were introduced by Nédélec

[32, 33] and, independently, in to the engineering literature by Lee [34]. Here, these

approximations are known more commonly as edge elements. Following their in-

troduction, edge elements have undergone extensive investigation and of particular

interest is the work by Monk [35, 36]. This considers the analysis of various for-

mulations, including hp–approximations (with p constant). Following the work of

Monk, Demkowicz and co–workers [11, 9] have developed a 2 dimensional hier-

archic basis for edge elements. This enables fully hp–adaptive approximations, on

curved domains, to be undertaken.

Here, a technique that allows for the use of hybrid triangular and quadrilateral

edge elements of arbitrary order is employed. The alternative form for the edge

element shape functions defined recently by Ainsworth and Coyle [37] is employed,

as it is has been shown to possess better conditioning properties.

The edge element basis cannot be used to represent the geometry. Therefore,

21
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in addition, we require a method for approximating/representing the geometry. A

description of linear approximation using traditional nodal methods is followed by

a discussion of the method used for the representation of curved elements.

3.2 The Galerkin Approach for a Model Problem

Let us assume that the problem we wish to solve has the weak variational form: find

U ∈ H(curl; Ω) such that

a(U ,W )− ω2m(U ,W ) = l(W ) ∀W ∈ H(curl; Ω) (3.1)

where the bilinear forms are defined as

a(u, v) =

∫

Ω

curlu · curlv dΩ m(u, v) =

∫

Ω

u · v dΩ (3.2)

and the linear form is

l(v) = −
∫

Γ

v · (n ∧ curlU) dΓ (3.3)

We show how the edge element basis and a geometry representation can be used

to provide an approximation to this problem. Following the standard Galerkin ap-

proach, U is approximated by a discrete representation UN . This function UN is

composed of a series of N functions and can be expanded as

UN =

N∑

i=1

uiΦi (3.4)

where Φi are real vector functions and ui are complex coefficients. We choose the

discrete test function to be

WN =
[

Φ1 Φ2 · · · ΦN−1 ΦN

]T
(3.5)

i.e. a vector of the N real vector functions Φi. These vector functions are the same

functions used to approximate the U field and are chosen so that they provide an

approximation to the H(curl; Ω) space. This means that the discrete problem is:

find UN ∈ HN(curl; Ω) such that

a(UN ,WN)− ω2m(UN ,WN) = l(WN) ∀WN ∈ HN(curl; Ω) (3.6)
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By substitution of equations (3.4) and (3.5), this expression can be written in matrix

notation as the finite linear system

(
A− ω2M

)
u = L (3.7)

where u = [u1, u2, u3, · · · , uN ]T and typical entries inA,M and L are

Ai,j =

∫

Ω

curl Φi · curl Φj dΩ Mi,j =

∫

Ω

Φi ·Φj dΩ (3.8)

Li = −
∫

Γ

Φi · (n ∧ curlU ) dΓ (3.9)

The vector functions are also chosen to be non–zero over only a small number of

three sided or four sided figures called elements. The domain is then partitioned so

that these elements do not overlap. If the part of the domain represented by the eth

element is Ωe then, the contributions made by the integrals Ai,j, Mi,j and Li from

element e is given by

Aei,j =

∫

Ωe

curl Φi · curl Φj dΩ M e
i,j =

∫

Ωe

Φi ·Φj dΩ (3.10)

Lei = −
∫

Γe

Φi · (n ∧ curlU) dΓ (3.11)

where the integral Lei only appears for those elements which have an edge which

lies on the boundary Γ. The specific choice of vector functions Φi, also known as

the basis, will now be considered in more detail.

3.3 An Edge Element Basis

In computational electromagnetics, extensive use is made of the Whitney element

[38] which is the lowest order triangular edge element. Edge elements are con-

structed to give an approximation of theH(curl; Ω) space in which only the tangen-

tial component of the solution is continuous across element edges. For the Whitney

element the tangential component is a constant on each edge. The level of accuracy

achieved by this element is therefore low, enforcing the need for very large meshes
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for the solution of practical problems. Consequently, researchers have begun to ex-

plore the use of higher order edge elements, where the tangential component of the

field is approximated to a higher degree. In this context, Webb and Forghani [39]

presented a hierarchical scheme for triangular elements up to order 4, in which the

lowest order element was the Whitney element. Similar developments for quadri-

lateral edge elements have generally tended to be undertaken separately, so that,

although higher order quadrilateral elements exist [40], they are not always directly

compatible with the triangular elements.

Demkowicz and Rachowicz [11], developed a scheme of compatible, arbitrary

order, quadrilateral and triangular edge elements. Recently, Ainsworth and Coyle

[37] have developed a new family of compatible arbitrary order quadrilateral and

triangular elements. These elements have been shown to have better conditioning

properties. Good conditioning is essential for successful high order implementa-

tions and these elements are, therefore, adopted here.

3.3.1 Quadrilateral Edge Element

The master quadrilateral element is shown in Figure 3.1. For an element of order p,

the variation of the electric field over this element is approximated as

U(ξ, η) =
4∑

i=1

p∑

j=0

uijφ
i
j +

p∑

j=0

p∑

k=1

u
Iξ
j,kφ

Iξ
j,k +

p∑

j=0

p∑

k=1

u
Iη
j,kφ

Iη
j,k (3.12)

In this expression, φ denotes the vector form of the shape functions, while the

scalars u are the unknowns. The basis functions φij are associated with the element

edges and are defined as

φ1
j =

1

2
(1− η)Lj(ξ)τ 1 φ2

j =
1

2
(1 + η)Lj(−ξ)τ 2 (3.13)

φ3
j =

1

2
(1− ξ)Lj(−η)τ 3 φ4

j =
1

2
(1 + η)Lj(η)τ 4 (3.14)

where j = 0, 1, . . . , p, τ i is the tangential vector along edge i; i = 1, 2, 3, 4, and Lj

is the Legendre polynomial of order j. The interior basis functions

φ
Iξ
j,k = Lj(ξ)`k(η)eξ φIηj,k = Lj(η)`k(ξ)eη (3.15)
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Figure 3.1: The quadrilateral master element

which have vanishing tangential component on the element edges, are included for

p ≥ 1. Here `k denotes the integrated Legendre polynomial of degree k and eξ and

eη are unit vectors in the ξ and η directions respectively.

3.3.2 Triangular Basis Functions

The master triangular edge element is taken to be the equilateral triangle shown in

Figure 3.2. Over this element, the variation of the electric field is represented to a

degree p, as

U(ξ, η) =

3∑

i=1

p∑

j=0

uijφ
i
j +

3∑

i=1

p−2∑

j=0

uPIi,jφ
PI
i,j +

p−3∑

j=0

p−3∑

k=0︸ ︷︷ ︸
j+k≤p−3

u
GIξ
j,k φ

GIξ
j,k

+

p−3∑

j=0

p−3∑

k=0︸ ︷︷ ︸
j+k≤p−3

u
GIη
j,k φ

GIη
j,k (3.16)

For p = 0, the basis functions

φ1
0 = 2(ϑ1 gradϑ2 − ϑ2 gradϑ1) φ2

0 = 2(ϑ2 gradϑ3 − ϑ3 gradϑ2) (3.17)

φ3
0 = 2(ϑ3 gradϑ1 − ϑ1 gradϑ3) (3.18)

are associated with the edges of the triangle. These are identical to the basis func-

tions for the Whitney elements. Here,

ϑ1 =
1

2
√

3
(
√

3 +
√

3ξ − η) ϑ2 =
1√
3
η (3.19)
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Figure 3.2: The triangular master element

ϑ3 =
1

2
√

3
(
√

3−
√

3ξ − η) (3.20)

are the area coordinates. For p = 1, the basis functions associated with the triangle

edges are

φ1
1 = 2(ϑ1 gradϑ2 + ϑ2 gradϑ1) φ2

1 = 2(ϑ2 gradϑ3 + ϑ3 gradϑ2) (3.21)

φ3
1 = 2(ϑ3 gradϑ1 + ϑ1 gradϑ3) (3.22)

When p ≥ 2, the recursive relations

φ1
j =

1− 2j

j
Lj−1(ϑ2 − ϑ1)φ1

1 −
j − 1

j
Lj−2(ϑ2 − ϑ1)φ1

0 (3.23)

φ2
j =

1− 2j

j
Lj−1(ϑ3 − ϑ2)φ2

1 −
j − 1

j
Lj−2(ϑ3 − ϑ2)φ2

0 (3.24)

φ3
j =

1− 2j

j
Lj−1(ϑ1 − ϑ3)φ3

1 −
j − 1

j
Lj−2(ϑ1 − ϑ3)φ3

0 (3.25)

where j = 2, 3, . . . , p, are employed to generate the necessary edge basis functions.

For p ≥ 2 the additional, pseudo–interior, basis functions

φPI1,j = ϑ1ϑ2 gradϑ3Lj(ϑ2 − ϑ1) φPI2,j = ϑ2ϑ3 gradϑ1Lj(ϑ3 − ϑ2) (3.26)

φPI3,j = ϑ3ϑ1 gradϑ2Lj(ϑ1 − ϑ3) (3.27)

where j = 0, 1, . . . , p − 2, must be added. These functions are such that their

tangential component vanishes on the triangle edges. Finally, for p ≥ 3, genuine
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interior basis functions

φ
GIξ
j,k = ϑ1ϑ2ϑ3(1− ϑ1)jP 2,2

j

(
ϑ1 − ϑ3

1− ϑ2

)
P 2j+5,2
k (2ϑ2 − 1)eξ (3.28)

φ
GIη
j,k = ϑ1ϑ2ϑ3(1− ϑ1)jP 2,2

j

(
ϑ1 − ϑ3

1− ϑ2

)
P 2j+5,2
k (2ϑ2 − 1)eη (3.29)

are also included, where 0 ≤ j, k, j + k ≤ p− 3 and P α,β
q (x) represents the Jacobi

polynomial [41]. These functions vanish on the triangle edges.

3.3.3 Covariant Mapping

The basis for the quadrilaterial and triangular elements has been given in terms of

master elements. Using curvilinear mappings, a covariant approach is employed to

map the basis to a general triangle or quadrilateral. The components Ux and Uy of

the electric field in Ω are then obtained as [42]

U(x, y) = Uξa
ξ + Uηa

η (3.30)

where Uξ and Uη are the covariant components on the master element. Here,

aξ =
aη ∧ az

aξ · aη ∧ az
aη =

az ∧ aξ
aξ · aη ∧ az

(3.31)

are the contravariant vectors, with

aξ =

[
∂x

∂ξ
,
∂y

∂ξ
, 0

]T
aη =

[
∂x

∂η
,
∂y

∂η
, 0

]T
az = [0, 0, 1]T (3.32)

The expression

curlU (x, y) =
1

aξ · aη ∧ az




0

0
∂Uη
∂ξ
− ∂Uξ

∂η




(3.33)

is used [42] to evaluate the variation of curl U over Ω.

3.3.4 Local to Global Numbering

The unknowns for the hierarchic edge elements fall in to two categories: edge based

unknowns and interior unknowns. When assembling contributions from neighbour-
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ing elements, the tangential component of the edge basis functions should be kept

continuous. The interior unknowns are independent in each element.

Edge Based Numbering

Each edge in a general assembly of quadrilateral and trinagular elements is allocated

a unique number and direction. If the same polynomial order is assumed to be

employed in each element, the number of unknowns on each edge is p + 1. A

simple global numbering is then given by

global unknown number = [global edge number , i] (3.34)

where i = 1 → p + 1. If the global numbering scheme relates Φi to the mapped

local edge basis function φpk and relates Φj to the mapped edge basis function φpm,

the elemental contributions are given by

Aei,j =

∫

Ωe
curl Φi · curl Φj dΩ

=

∫

Ωe

dpkd
p
m

(aξ · aη ∧ az)2

(
∂φpkη
∂ξ
−
∂φpkξ
∂η

)(
∂φpmη
∂ξ
−
∂φpmξ
∂η

)
dΩ(3.35)

M e
i,j =

∫

Ωe
Φi ·Φj dΩ

=

∫

Ωe
dpkd

p
m

([
aξ aη

]
φpk

)
·
([
aξ aη

]
φpm

)
dΩ (3.36)

Lei = −
∫

Γe
Φi · (n ∧ curlU) dΓ

= −
∫

Γe
dpk

([
aξ aη

]
φpk

)
· (n ∧ curlU) dΓ (3.37)

where dpk and dpm are direction flags to account for the case that the local direction

differs from the defined global direction. When the local direction is the same as

the global direction the direction coefficient is equal to 1. However when the local

direction is opposite from the global direction, the coefficient dpk is computed from

dpk = (−1)p+1 (3.38)

and dpm is computed in a similar manner.
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Interior Numbering

As noted previously, no continuity requirements on the interior unknowns are im-

posed. Therefore, the numbering of these additional unknowns for either quadri-

lateral or triangular elements is straightforward. Typical integrals, for the pseudo

interiors of the triangular elements, when the numbering relates the function Φi to

the mapped φPI1,k and relates Φj to the mapped φPI1,m, are

Aei,j =

∫

Ωe
curl Φi · curl Φj dΩ

=

∫

Ωe

1

(aξ · aη ∧ az)2

(
∂φPI1,kη

∂ξ
− ∂φPI1,kξ

∂η

)

·
(
∂φPI1,mη

∂ξ
− ∂φPI1,mξ

∂η

)
dΩ (3.39)

M e
i,j =

∫

Ωe
Φi ·Φj dΩ

=

∫

Ωe

([
aξ aη

]
φPI1,k

)
·
([
aξ aη

]
φPI1,m

)
dΩ (3.40)

Lei = −
∫

Γe
Φi · (n ∧ curlU) dΓ

= −
∫

Γe

([
aξ aη

]
φPI1,k

)
· (n ∧ curlU) dΓ (3.41)

Similar expressions are then used for the interiors of the quadrilateral element and

the genuine interiors of the triangle.

3.3.5 Towards A Linear System

The elemental matrix Ae, once evaluated, can be decomposed in to four compo-

nents as

Ae =




Ae
cc | Ae

ci

−− −|− −−
Ae
ic | Ae

ii


 (3.42)

Here, Acc relates to interactions between edge based basis functions, Ae
ci and Ae

ic

relates interaction between edges and interiors and Ae
ii relates to interactions be-

tween interiors. The assembly of contributions of this matrix to the global matrix
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A is shown in Figure 3.3. In a similar wayM e is decomposed as

M e =




M e
cc | M e

ci

−− −|− −−
M e

ic | M e
ii


 (3.43)

and contributions from this matrix are assembled in to the global matrix as shown

in Figure 3.4. Finally, the right hand side contributions

Le =




Lec

−
Lei


 (3.44)

are located in the global right hand side vector as shown in Figure 3.5. To permit

evaluation of these matrices, the actual representation of the geometry is now given

in more detail.

3.4 Representation of Geometry

It is beneficial to introduce the terms sub–parametric, iso–parametric and super–

parametric, previously defined by Zienkiewicz [2]. We recall that, sub–parametric

is used to describe a mapping where the geometry is approximated to a lower degree

than the field variable. Iso–parametric represent a mapping where both the geom-

etry and the field variable are approximated to the same degree (the most popular

in current finite element analysis). Finally, we remember that super–parametric

is a mapping where the geometry is represented to a higher degree than the field

variable.

3.4.1 Linear Approximation

In applications such as computational fluid dynamics and related methods such as

computational electromagnetics, accurate solutions have been obtained using an

iso–parametric linear representation. Here, the use of linear elements, is in part,
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due to the efficiency with which fine meshes of linear unstructured triangles can be

generated [43, 44].

Linear representation of the geometry suffices for straight edged objects, and

for curved objects, when a large enough number of elements is employed. When

refinement of the mesh (h–refinement) is undertaken, the representation of the ge-

ometry along its boundaries tends to the true curve.

For a linear mapping, the expression


 x

y


 =

3∑

i=1

ϑi


 xi

yi


 (3.45)

is employed to represent the geometry across a triangle. Here ϑi are the previously

defined area coordinates (3.19), (3.20). The standard bilinear mapping


 x

y


 =

4∑

i=1


 xi

yi


Ni(ξ, η) (3.46)
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gives a linear approximation of the geometry for the quadrilateral element, where

N1 =
1

4
(1− ξ)(1− η) N2 =

1

4
(1 + ξ)(1− η) (3.47)

N3 =
1

4
(1 + ξ)(1 + η) N4 =

1

4
(1− ξ)(1 + η) (3.48)

are the standard bilinear shape functions associated with the vertices of the element.

3.4.2 Curved Elements

When performing p–refinement, where the order of approximation of the field vari-

able is increased and the mesh kept constant, the use of a linear sub–parametric

discretisation can result in inaccurate solutions. This occurs for all cases where the

true curve of the boundary is not made of straight segments. The extent to which

the solution is inaccurate depends on the mesh spacing and problem difficulty.

The use of curved elements, in the vicinity of the boundaries of the domain, can

alleviate this. The serendipity or Lagrange families of elements [2], offer possibili-

ties for curved edges: here additional nodal points are introduced on the edges of the

elements. One can then ensure that these points are located on the true boundaries

of the domain. The curve, which is formed between the nodal positions, depends

on the order of the serendipity or Lagrange elements.

In such a manner one can construct a superior super–parametric mapping, or

a curved iso–parametric element, in which the converged solution is closer to the

true solution. However, with increasing order of serendipity or Lagrange element,

there is a necessity for additional points to be located on the boundary edges of the

domain and there is no guarantee that the curved edge will have the same curve as

the true geometry.

An alternative approach is the linear blending function method [31]. Here, there

is no requirement for additional nodes on boundary edges of the element, and the

curve of the boundary edges exactly follows the true curve of the boundary. The

blending functions reduce to the linear approximations for elements with straight

edges, and therefore make an ideal choice when using unstructured meshes with

curved domains.
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Blending Functions for Triangular Elements

The representation

 x

y


 =

3∑

i=1

ϑi


 xi

yi


 + ϑ1ϑ2


 gx1 (ϑ2 − ϑ1, x1, x2)

gy1(ϑ2 − ϑ1, y1, y2)




+ ϑ2ϑ3


 gx2 (ϑ3 − ϑ2, x2, x3)

gy2(ϑ3 − ϑ2, y2, y2)


 + ϑ3ϑ1


 gx3 (ϑ1 − ϑ3, x3, x1)

gy3(ϑ1 − ϑ3, y3, y1)


(3.49)

is employed when a blending function representation is used. In this expression the

functions

gxi (ζ, xj, xk) =
4

1− ζ2

{
g̃xi (ζ)−

(
1− ζ

2

)
xj −

(
1 + ζ

2

)
xk

}
(3.50)

and

gyi (ζ, yj, yk) =
4

1− ζ2

{
g̃yi (ζ)−

(
1− ζ

2

)
yj −

(
1 + ζ

2

)
yk

}
(3.51)

represent the difference between the linear approximation and the true profile of an

edge. Here g̃xi (ζ) and g̃yi (ζ) define the exact shape of the edge, in terms of a non

dimensional parameter ζ , which is −1 at vertex j and +1 at vertex k.

Blending Functions for Quadrilateral Elements

For a quadrilateral element, the expression

 x

y


 =

3∑

i=4

Ni


 xi

yi


+

(
1− η

2

)
 fx1 (ξ, x1, x2)

f y1 (ξ, y1, y2)




+

(
1 + η

2

)
 fx2 (ξ, x4, x3)

f y2 (ξ, y4, y3)


+

(
1− ξ

2

)
 fx3 (η, x1, x4)

f y3 (η, y1, y4)




+

(
1 + ξ

2

)
 fx4 (η, x2, x3)

f y4 (η, y2, y3)


 (3.52)

is used when employing a blending function approximation of coordinates. In this

expression

fxi (ζ, xj, xk) =

{
f̃xi (ζ)−

(
1− ζ

2

)
xj −

(
1 + ζ

2

)
xk

}
(3.53)
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and

f yi (ζ, yj, yk) =

{
f̃ yi (ζ)−

(
1− ζ

2

)
yj −

(
1 + ζ

2

)
yk

}
(3.54)

represent the difference between the linear approximation and the true profile of an

edge. Here f̃xi (ζ) and f̃ yi (ζ) define the exact shape of the edge.

3.5 Numerical Implementation

This section discusses issues related to the numerical implementation of the geom-

etry representation and basis functions to enable a discrete solution to be obtained.

3.5.1 Mesh Generation and Preprocessing

In this work, the use of structured meshes is limited to simple geometries such

as rectangular and circular domains. Elsewhere, unstructured mesh generation is

employed and the advancing front technique of [43, 44] is used.

When applicable, the resolution of the boundaries is improved by the use of the

blending function method. Following the generation of the mesh, the edges in the

mesh are numbered and assigned a unique direction. An optimum bandwidth for

the edges is obtained by employing a Cuthill–McKee algorithm [45] to renumber

the global edge numbers in the mesh.

3.5.2 Generation of Legendre Polynomials

The numerical generation of the Legendre polynomials, for use in the triangular and

quadrilateral basis functions, is achieved through the use of the expression [41]

Lj(ζ) =
1

2j

j∑

i=0


 j

i




 j

j − i


 (ζ − 1)j−i(ζ + 1)i (3.55)

which allows the numerical generation of the jth order polynomial. This is a

polynomial which is defined for the range −1 ≤ ζ ≤ 1. Polynomials of order

j = 0, 1, 2, 3, 4, 5 are shown in Figure 3.6.
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Figure 3.6: Legendre polynomial Lj(ζ) for j = 0, 1, 2, 3, 4, 5

When evaluating the curl of the basis, viz equation (3.33), repeated use of the

chain rule leads to the requirement for knowledge of the derivative of the Legendre

polynomial with respect to ζ . For this, the expression [41]

b1,j
dLj(ζ)

dζ
= b2,jLj(ζ) + b3,jPj−1(ζ) (3.56)

is employed with

b1,j = 2j(1− ζ2)

b2,j = −2j2ζ

b3,j = 2j2

Balanis [28] defines

`j(ζ) =

∫ ζ

−1

Lj(ζ) dζ =
Lj+1(ζ)− Lj−1(ζ)

(2j + 1)
(3.57)

as the integrated polynomial of order j. One may then evaluate the derivative with

respect to ζ of the integrated Legendre polynomial as

d`j(ζ)

dζ
=

1

2j + 1

{
dLj+1(ζ)

dζ
− dLj−1(ζ)

dζ

}
(3.58)

in terms of derivatives of the Legendre polynomial.
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Figure 3.7: Jacobi polynomial P 2,2
k (ζ) for k = 0, 1, 2, 3, 4, 5

3.5.3 Generation of Jacobi Polynomials

In a similar manner, the relation [41]

P α,β
k (ζ) =

1

2k

k∑

i=0


 k + α

i




 k + β

k − i


(ζ − 1)k−i(ζ + 1)i (3.59)

is employed to generate the Jacobi polynomial of degree k. An example of the

Jacobi polynomial P 2,2
k (ζ) for k = 0, 1, 2, 3, 4, 5 is shown in Figure 3.7. In this

Figure, we observe that the polynomials are asymmetric for odd orders and increase

in magnitude with k. A second example, considering the polynomial P 2i+5,2
j (ζ) for

i = 1 and j = 0, 1, 2, 3, 4, 5 is shown in Figure 3.8. Here, we observe a sharp

increase in magnitude and gradient at ζ = 1 for increasing polynomial order j.

The derivatives of the Jacobi polynomials, with respect to ζ , are computed as

b1,k
dP α,β

k (ζ)

dζ
= b2,kP

α,β
k (ζ) + b3,kP

α,β
k−1(ζ) (3.60)

where

b1,k = (2k + α + β)(1− ζ2)

b2,k = k(α− β − (2k + α+ β)ζ)

b3,k = 2(k + α)(k + β)
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Figure 3.8: Jacobi polynomial P 2i+5,2
j (ζ) for j = 0, 1, 2, 3, 4, 5

are factors dependent on the order of polynomial.

3.5.4 Evaluation of Integrals

All integrals are evaluated numerically using Gauss Quadrature [2]. Area integrals

are performed over the master element by using the transformation

dΩe = |J |dξdη where J =



∂x

∂ξ

∂y

∂ξ
∂x

∂η

∂y

∂η


 (3.61)

In fact, it can be shown that |J | is equivalent to the term aξ · (aη ∧ az), used in the

covariant mapping of the basis functions. The number of integrations points used

to evaluate the expressions is chosen in relation to the order of the basis, so that

sufficient integration points are used to integrate the integrand.

Numerical Integration for the Quadrilateral Element

For the quadrilateral element, ξ and η can be integrated independently by nip points

in each direction, and therefore the integrals Ae
i,j and M e

i,j for the edge basis func-
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tions can be represented as the sums

Aei,j =

∫ +1

−1

∫ +1

−1

dpkd
p
m

(aξ · aη ∧ az)

(
∂φpkη
∂ξ
−
∂φpkξ
∂η

)

·
(
∂φpmη
∂ξ
−
∂φpmξ
∂η

)
dξdη (3.62)

≈
nip∑

α=1

nip∑

β=1

dpkd
p
m

(aξ · aη ∧ az)

(
∂φpkη
∂ξ
−
∂φpkξ
∂η

)

·
(
∂φpmη
∂ξ
−
∂φpmξ
∂η

)
wα(ξ)wβ(η) (3.63)

M e
i,j =

∫ +1

−1

∫ +1

−1

dpkd
p
m

([
aξ aη

]
φpk

)
·
([
aξ aη

]
φpm

)

·(aξ · aη ∧ az) dξdη (3.64)

≈
nip∑

α=1

nip∑

β=1

dpkd
p
m

([
aξ aη

]
φpk

)
·
([
aξ aη

]
φpm

)

·(aξ · aη ∧ az)wα(ξ)wβ(η) (3.65)

where wα(ξ) and wβ(η) are the integration weights for the Gauss quadrature. To

compute the elemental contribution Lei for a quadrilateral element, we first observe

that

dΓ2 = dx2 + dy2 dx =
∂x

∂ξ
dξ +

∂x

∂η
dη dy =

∂y

∂ξ
dξ +

∂y

∂η
dη (3.66)

It then follows that on edges 2 and 3 of the quadrilateral, where ξ is a constant, that

dΓe =
√
J2

21 + J2
22dη (3.67)

Here J21 and J22 are components of the Jacobian. In addition, on edges 1 and 2

where η is a constant we have

dΓe =
√
J2

11 + J2
12dξ (3.68)

Hence the elemental contribution to Lei is either

Lei ≈ −
nip∑

α=1

dpk

([
aξ aη

]
φpk

)
· (n ∧ curlU )

√
J2

21 + J2
22wα(η) (3.69)
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if ξ is a constant or

Lei ≈ −
nip∑

α=1

dpk

([
aξ aη

]
φpk

)
· (n ∧ curlU)

√
J2

11 + J2
12wα(ξ) (3.70)

if η is a constant.

Numerical Integration for the Triangular Element

For the triangular element, ξ and η directions must be integrated simultaneously.

When a nipt point scheme is employed for Ae
i,j and M e

i,j , the result is the sums

Aei,j =

∫

Ωe

dpkd
p
m

(aξ · aη ∧ az)

(
∂φpkη
∂ξ
−
∂φpkξ
∂η

)(
∂φpmη
∂ξ
−
∂φpmξ
∂η

)
dξdη (3.71)

≈
nipt∑

α=1

dpkd
p
m

(aξ · aη ∧ az)

(
∂φpkη
∂ξ
−
∂φpkξ
∂η

)(
∂φpmη
∂ξ
−
∂φpmξ
∂η

)
wtα(ξ, η)(3.72)

M e
i,j =

∫

Ωe
dpkd

p
m

([
aξ aη

]
φpk

)
·
([
aξ aη

]
φpm

)

·(aξ · aη ∧ az) dξdη (3.73)

≈
nipt∑

α=1

dpkd
p
m

([
aξ aη

]
φpk

)
·
([
aξ aη

]
φpm

)

·(aξ · aη ∧ az)wtα(ξ, η) (3.74)

where wtα(ξ, η) are the integration weights for the triangular Gauss quadrature. To

compute the elemental contribution Lei for a triangular element, we introduce an

additional variable ζ that is−1 at one end of the boundary edge and +1 at the other.

Then a linear interpolation of ξ and η along the edge is given by

ξ =
ξ1

2
(1− ζ) +

ξ2

2
(1 + ζ) η =

η1

2
(1− ζ) +

η2

2
(1 + ζ) (3.75)

where (ξ1, η1) denote the coordinates of the one end of the edge on the local triangle

and (ξ2, η2) denotes the coordinates of the second end of the edge. Differentiating

with respect to ζ , and substitution in to the expressions for dx and dy given in

equation (3.66), yields

dx =
∂x

∂ξ

(ξ2 − ξ1)

2
dζ +

∂x

∂η

(η2 − η1)

2
dζ (3.76)
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dy =
∂y

∂ξ

(ξ2 − ξ1)

2
dζ +

∂y

∂η

(η2 − η1)

2
dζ (3.77)

and finally

dΓ =
1

2

√
(J2

11 + J2
21)(ξ2 − ξ1)2 + (J2

12 + J2
22)(η2 − η1)2dζ (3.78)

The elemental contribution Lei for a triangular element is then given by

Lei ≈ −
nip∑

α=1

1

2
dpk

([
aξ aη

]
φpk

)
· (n ∧ curlU)

√
(J2

11 + J2
21)(ξ2 − ξ1)2 + (J2

12 + J2
22)(η2 − η1)2wα(ζ) (3.79)

3.5.5 Static Condensation

The interior degrees of freedom for the quadrilateral and triangular element have

no inter–element connectivity. Therefore, by using static condensation [46], it is

possible to reduce the number of unknowns in the global system by eliminating the

interior unknowns. To examine how this works in the context of edge elements,

we first revisit the linear system given in equation (3.7) and rewrite it in terms of

interior and edge based unknowns







Acc | Aci

−− −|− −−
Aic | Aii


− ω

2




M cc | M ci

−− −|− −−
M ic | M ii











uc

−
ui





=




Lc

−
Li




(3.80)

From the nature of basis functions, we conclude that the unknowns contained in

ui are independent between each element and therefore can be eliminated. We

eliminate ui as

ui = (Aii − ω2M ii)
−1(Li − (Aic − ω2M ic)uc) (3.81)

and form the modified system

Kccuc = Rc (3.82)
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where

Kcc = (Acc − ω2M cc)− (Aci − ω2M ci)(Aii − ω2M ii)
−1

·(Aic − ω2M ic) (3.83)

Rc = Lc − (Aci − ω2M ci)(Aii − ω2M ii)
−1Li (3.84)

For an efficient implementation, the elemental contributions toK cc andRc may be

evaluated as

Ke
cc = (Ae

cc−ω2M e
cc)− (Ae

ci−ω2M e
ci)(A

e
ii−ω2M e

ii)
−1(Ae

ic−ω2M e
ic) (3.85)

Re
c = Lec − (Ae

ci − ω2M e
ci)(A

e
ii − ω2M e

ii)
−1Lei (3.86)

once uc has been determined from the solution of the global system. The values of

the interior unknowns inside each element, uei , can be determined from

uei = (Ae
ii − ω2M e

ii)
−1(Lei − (Ae

ic − ω2Ae
ic)u

e
c) (3.87)

where uec is the part of uc relating to element e.

3.5.6 Banded Linear System

By adopting a Cuthill–McKee renumbering scheme for the edges and careful num-

bering of the edge based unknowns the linear system Kccuc = Rc is of banded

nature. The bandwidth of the matrix depends on ku and kl which are the upper and

lower bandwidths which originate from the numbering of the edges. It also depends

on the order of the elements employed in the mesh. In fact, the actual upper and

lower bandwidths for a mesh of uniform order elements are

upper band width = ku(p+ 1) + p lower band width = kl(p+ 1) + p (3.88)

An illustration of the banded nature of Kcc is shown in Figure 3.9, here, the ele-

mental matricesKe
cc andRe

c are shown contributing to the banded system.
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Figure 3.9: The assembly of contributions from elemental matrices K e and Re
c

in to the global banded system K ccuc = Rc



44 CHAPTER 3. GEOMETRY REPRESENTATION AND BASIS FUNCTIONS



Chapter 4

Performance of the Edge Element

Basis

4.1 Introduction

In this chapter, theoretical and numerical investigations are undertaken to determine

the accuracy of the edge element discretisation which was described in Chapter 3.

To verify the convergence of the scheme, we consider, the use of a–priori error

estimates which enable a quantification of the theoretical convergence rates of finite

element schemes. Monk [35] has derived an appropriate a–priori error estimate

which is applicable for the higher order edge elements used in this thesis. In his

estimate, the rate of convergence is dependent on the discretisation employed and

the smoothness of the exact solution. For certain problems, his result also shows

that exponential convergence can be obtained.

For purposes of numerical investigation, we consider a model problem which

has no singularities. We then determine the numerical convergence of this problem

for a variety of different discretisations and compare results to Monk’s a–priori

estimate. In addition, we also consider the convergence of a semi norm and a L2

type norm, which gives further information about the convergence behaviour of the

elements.

An important issue for all problems which involve the numerical propagation of

45
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waves, is dispersion. Dispersion is measured by considering the difference between

the exact wavenumber and the wavenumber of the computational solution. It is well

known that the solution of the Helmholtz equation by a classical (linear) Galerkin

finite element method deteriorates as the wavenumber increases, due to the effects

of dispersion [47]. It is also been shown [47] that the solution of the Helmholtz

equation can benefit from the use of the higher order, or the p–version, Galerkin

finite element method. Ainsworth and Coyle [37] have recently investigated the

effects of dispersion in Maxwell’s equations when higher order quadrilateral edge

elements are employed. For these elements, they were able to derive an exact rela-

tionship between the dispersion, mesh spacing and polynomial order for smoothly

varying fields. Here, we consider a model problem and show how a series of re-

finement strategies can reduce and eradicate dispersion from solutions obtained on

quadrilateral and triangular meshes.

4.2 Model Problem

For the purposes of analysis, a model problem is considered. This involves the

propagation of a TE wave across a unit square domain Ω with boundary Γ. The

problem has the exact solution

E0 =


 ky

−kx


 e−i(kxx+kyy) (4.1)

where ω2 = k2
x + k2

y is the wave number. The strong form of this problem is: find

E(x, y) which satisfies the equation

curl curl E − ω2E = 0 divE = 0 (4.2)

subject to the condition

n ∧ curl E = n ∧ curl E0 on ΓF (4.3)

where n is the unit outward normal to the boundary curve ΓF . Following the ap-

proach outlined in Chapter 2, the weak variational form of this problem is: find
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E ∈ H(curl; Ω) such that

a(E,W )− ω2m(E,W ) = l(W ) ∀W ∈ H(curl; Ω) (4.4)

where

a(u, v) =

∫

Ω

curlu · curlv dΩ m(u, v) =

∫

Ω

u · v dΩ (4.5)

are bilinear forms and

l(v) = −
∫

ΓF

(n ∧ curl E0) · v dΓ (4.6)

is a linear form in v. We set X = H(curl; Ω) and let XN denote the subspace

of possible solutions on a finite element mesh of discretisation N with specified

mesh spacing H and polynomial order p. The Galerkin approximation is found by

employing the statement of equation (4.4) in the form: findEN ∈ XN such that

a(EN ,W )− ω2m(EN ,W ) = l(W ) ∀W ∈ XN (4.7)

The integrals in this expression are evaluated using the approach outlined in Chap-

ter 3.

4.3 A–priori Error Estimate

Monk [35] has derived an a–priori estimate which illustrates the convergence rates

of three dimensional arbitrary order edge elements. To obtain the estimate, Monk

used Nédélec’s lower order three dimensional edge elements [32, 33] and extended

them to higher order. Ainsworth and Coyle [37], who derived the basis that was

presented in Chapter 3, constructed their elements in a similar manner. Monk’s

estimate is therefore also valid for these elements. His result, for uniformly spaced

elements of uniform order, can be written in terms of the error inE0 as

||e||Hc = ||E0 −EN ||Hc ≤ CHmin (s,t)s−(t− 1
2

)||E0||(Ht+1(Ω))3 (4.8)

In this expression t denotes the regularity [48], or smoothness, of the exact solution

to the problem. If we considerE0 to be a smoothly varying field, then its regularity
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is infinite. Conversely, a low t implies that the field has discontinuities. It is, there-

fore, apparent that the Sobolev space norm ||.||(Ht+1(Ω))3 describes the smoothness

of the field and theH(curl; Ω) norm

||e||2Hc =

∫

Ω

|e|2 + |curle|2 dΩ (4.9)

represents a measure of the error in the solution. In Monk’s notation, s repre-

sents the polynomial order employed in each edge element. The order assigned to

each Ainsworth and Coyle element is denoted p. We distinguish between the two

discretisations because an order s Monk element represents an element with con-

vergence rate O(Hs) whilst an order s Ainsworth and Coyle element represents an

element whose tangential component is of order s.

4.4 Numerical Convergence Rates

By studying the numerical convergence of a simple wave propagation problem, for

which an analytical solution is known, the rates of convergence of ||E0 − EN ||Hc
for the triangular and quadrilateral edge elements is investigated. The exact solu-

tion for this problem is very smooth and hence t can be considered to be infinite.

For smooth solutions, Monk’s a–priori estimate indicates that an algebraic rate of

convergence should be achieved for uniform mesh refinements with constant order

elements. In addition, if a mesh of uniformly spaced elements remain unaltered,

whilst uniformly increasing the polynomial order, an exponential rate of conver-

gence should be obtained.

4.4.1 Algebraic Convergence

Figure 4.1 shows meshes consisting only of uniformly sized triangles with spacings

H = 1, 0.5, 0.25, 0.125. Convergence curves of ||e||Hc against H evaluated for

p = 0, 1, 2, 3 are shown in Figure 4.2. For polynomial orders p = 0, p = 1 and

p = 2 wave propagation problems kx = ky = 1 and kx = ky = 2 are considered.

However, the computationally larger problems of kx = ky = 3 and kx = ky = 4
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are undertaken for the higher polynomial order p = 3. This is to ensure that a better

estimate of the rate of convergence for this polynomial order is obtained.

(a) (b)

(c) (d)

Figure 4.1: Wave propagation problem showing meshes of triangles with spac-
ings: (a) H = 1, (b) H = 0.5, (c) H = 0.25 and (d) H = 0.125

By computing the gradients of these log –log plots, the numerical convergence

rates of ||e||Hc for triangular elements with a fixed p and varying H may be esti-

mated. The approximate convergence rates for the triangular elements are shown

in Table 4.1. From Table 4.1, it is possible to observe that for p ≥ 1 an increase in

polynomial order leads to an increment in the rate of convergence (approximately

O(Hp) for p ≥ 1). This agrees with the algebraic convergence behaviour that Monk

predicted in equation (4.8). The rate of convergence for p = 0 and p = 1 elements

is the same because the additional basis functions for p = 1 give a linear variation

in the tangential component of the field across the element, but, no increase in ac-
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Figure 4.2: Experimental convergence of ||e||Hc for h–refinement on meshes of
triangular elements with polynomial orders: (a) p = 0, (b) p = 1, (c) p = 2 and
(d) p = 3.

curacy of the curl of the field. Indeed, for the cases of p = 0 and p = 1 the curl of

the field is a constant across an element.

Figure 4.3 shows meshes consisting only of uniformly sized quadrilaterals with

spacings H = 1, 0.5, 0.25, 0.125. Convergence curves of ||e||Hc against H for

p = 0, 1, 2, 3 are shown in Figure 4.4. For polynomial orders p = 0, p = 1 and

p = 2 the wave propagation problems relating to kx = ky = 1 and kx = ky = 2

are considered. However, the computationally larger problems of kx = ky = 3 and

kx = ky = 3.5 are undertaken for the higher polynomial order p = 3.

By computing the gradient of these log –log plots, the numerical convergence

rates of ||e||Hc for the quadrilateral elements with fixed p and varying H may be
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Table 4.1: Approximate convergence rates of ||e||Hc for triangular elements ob-
tained using a fixed p and varying H for the wave propagation problem

p 0 1 2 3

||e||Hc 0.99 0.99 1.97 2.95

O(Hp) − 1 2 3

(a) (b)

(c) (d)

Figure 4.3: Wave propagation problem showing meshes of quadrilaterals with
spacings: (a) H = 1, (b) H = 0.5, (c) H = 0.25 and (d) H = 0.125
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Figure 4.4: Experimental convergence of ||e||Hc for h–refinement on meshes of
quadrilateral elements with polynomial orders: (a) p = 0, (b) p = 1, (c) p = 2
and (d) p = 3.

estimated. The approximate convergence rates for the quadrilateral elements are

shown in Table 4.2. It is observed that for each increase in order, there is an incre-

ment in the rate of convergence in the ||e||Hc norm (approximatelyO(Hp+1)). This

indicates that the numerical convergence of the quadrilateral elements agrees with

the algebraic convergence behaviour that was predicted by Monk in equation (4.8).

In addition, the behaviour exhibited for the p = 0 triangular element does not man-

ifest itself for the quadrilateral elements. This is because, for each increase in poly-

nomial order, the curl of the field is approximated to a corresponding higher degree.

The trailing off seen in the convergence curves shown in Figure 4.4 is due to the

effects of numerical precision.
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Table 4.2: Approximate convergence rates of ||e||Hc for quadrilateral elements
obtained using a fixed p and a varying H for the wave propagation problem

p 0 1 2 3

||e||Hc 0.97 1.99 2.95 3.86

O(Hp+1) 1 2 3 4

4.4.2 Exponential Convergence

The numerical convergence of the H(curl; Ω) norm with p–refinement is investi-

gated for meshes of triangles of spacing H = 1, 0.5, 0.25, 0.125. Figure 4.5 shows

a log –log plot of the convergence of ||e||Hc with p + 1. The Figure illustrates

the exponential convergence of the norm with p–refinement for a range of different

wave numbers.

The numerical convergence of the H(curl; Ω) norm with p–refinement is now

investigated for meshes of quadrilaterals with spacings H = 1, 0.5, 0.25, 0.125.

Figure 4.6 shows a log –log plot of the convergence of ||e||Hc with p + 1. The

Figure illustrates the exponential convergence of the norm with p–refinement for a

range of different wave numbers.

4.4.3 Semi–Norm and L2 Type Norm

In addition to considering the convergence of theH(curl; Ω) norm, the relative semi

norm

||e||S =

√
a(e, e)

a(E,E)
(4.10)

and the L2 type norm

||e||M =

√
m(e, e)

m(E,E)
(4.11)

are initially considered for meshes of triangular elements. In this case, meshes

of uniformly spaced triangles corresponding to H = 1, 0.5, 0.25, 0.125, 0.0625 are
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Figure 4.5: Experimental convergence of ||e||Hc with p–refinement for meshes
of triangular elements with spacings: (a) H = 1, (b) H = 0.5, (c) H = 0.25
and (d) H = 0.125.

employed. A log –log plot of ||e||S and ||e||M against H , for values of p fixed

at 0, 1, 2, 3, is shown in Figures 4.7 and 4.8. Solutions are computed for the cases

kx = ky = 1.5 and kx = ky = 2 where the wave is propagated diagonally across the

domain. In addition, cases where the wave propagates in the direction of the bound-

aries are also considered. From Figures 4.7 and 4.8, approximate convergence rates

of ||e||S and ||e||M with H are computed. These are shown in Table 4.3.

In Table 4.3, we observe that for p = 0 the norms ||e||S and ||e||M converge

at very similar rates, however for p ≥ 1 we observe that ||e||M converges substan-

tially quicker than ||e||S . In fact, for p > 0, ||e||S converges approximately at the

rate O(Hp) and ||e||M at the rate O(Hp+1). If these rates are compared with the
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Figure 4.6: Experimental convergence of ||e||Hc with p–refinement for meshes
of quadrilateral elements with spacings: (a) H = 1, (b) H = 0.5, (c) H = 0.25
and (d) H = 0.125.

convergence of ||e||Hc it is observed that theH(curl; Ω) norm is governed by ||e||S .

This is what should be expected, as the normH(curl; Ω) can only converge as quick

as it’s slowest component.

The convergence of ||e||S and ||e||M are now examined for quadrilateral ele-

ments. For these elements, we consider waves which are propagated at angles be-

tween 45 and 90 degrees to the x axis. The convergence of ||e||S with mesh spacing

H is shown in Figure 4.9. Here, we observe that the convergence curves for waves

which are propagated in directions close to the boundary overlap with those prop-

agated directly along a boundary. This gives the visual appearance of only 2 lines.

Figure 4.10 shows the convergence of ||e||M with mesh spacing. In this Figure, it
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Figure 4.7: Convergence of ||e||S for the wave propagation problem, when a
variety of wavenumbers are employed on meshes of triangles with polynomial
orders: (a) p = 0, (b) p = 1, (c) p = 2 and (d) p = 3

Table 4.3: Approximate convergence rates of ||e||M and ||e||S for triangular
elements of fixed polynomial order p and varying mesh spacing H

p 0 1 2 3

||e||M 1.0 1.99 2.87 3.84

||e||S 1.0 1.0 1.97 2.85
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Figure 4.8: Convergence of ||e||M for the wave propagation problem, when a
variety of wavenumbers are employed on meshes of triangular elements with
polynomial orders: (a) p = 0, (b) p = 1, (c) p = 2 and (d) p = 3
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is observed that, when waves are propagated at different angles, they yield differ-

ent convergence rates. Waves which are propagated diagonally across the computa-

tional domain have the slowest rate of convergence, and those which are propagated

in a direction tangent to the boundaries have the fastest rate of convergence. The

maximum and minimum rates of convergence are shown in Table 4.4, where ||e||S
converges approximately at the rateO(Hp+1) and ||e||M at rates betweenO(Hp+1)

and O(Hp+2).

This behaviour seems at first unexpected, especially following the investigations

for the triangles which showed rates of convergence to be independent of the angle

of propagation. The reason for the behaviour can be explained by examining the

spaces from which the edge element basis is constructed. Ainsworth and Coyle [37]

give the space

�
p = {(Eξ, Eη) : Eξ ∈ � p,p+1, Eη ∈ � p+1,p} (4.12)

for the construction of quadrilateral elements and the space

�
p = {(Eξ, Eη) : Eξ, Eη ∈ � p} (4.13)

for the construction of the triangular elements. In these expressions � p and � p,p+1

represent the spaces for the construction of H1 scalar triangular and quadrilateral

elements [31]. For the case of the quadrilateral elements, we observe that
�
p is

derived from adopting different order scalar H1 approximations in the local ξ and

η directions for the Eξ and Eη components. This will then lead to a variation of

the convergence of ||e||S , so that the convergence rate is minimum when waves are

propagated diagonally across a quadrilateral element and maximum when waves are

propagated along quadrilateral edges. For the triangular elements, the Eξ and Eη

components are both constructed from � p. Therefore the same rate of convergence

is achieved for all angles of propagation.
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Table 4.4: Approximate convergence rates of ||e||M and ||e||S for quadrilateral
elements of fixed polynomial order p and varying mesh size H

p 0 1 2 3

||e||M 1.0− 1.95 1.99− 2.88 2.95− 3.88 4− 4.94

||e||S 0.95 1.95 2.95 4
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Figure 4.9: Convergence of ||e||S for the wave propagation problem when a va-
riety of wavenumbers are employed on meshes of quadrilaterals with polynomial
orders: (a) p = 0, (b) p = 1, (c) p = 2 and (d) p = 3
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Figure 4.10: Convergence of ||e||M for the wave propagation problem, when
a variety of wavenumbers are employed on meshes of quadrilateral elements of
polynomial order: (a) p = 0, (b) p = 1, (c) p = 2 and (d) p = 3

4.5 Dispersion Behaviour

For problems which involve the numerical propagation of waves, the effects of nu-

merical dispersion are an important consideration. In this context, dispersion arises

as the computed wavenumber is different from the true wave number of the so-

lution. To observe this phenomena, Figure 4.11 shows the computed solution for

kx = ky = 4 plotted with the exact solution along an axis x = 0.501, using p = 0

quadrilateral elements and mesh spacings H = 1, 0.5, 0.25, 0.125, 0.0625, 0.03125.

In Figure 4.11, it can be observed that the computed solutions lags behind the true

solution indicating a difference in wavenumber. As the mesh is refined, the dif-

ference between the true solution and computed solution diminishes. The final
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computed solution, for the mesh with spacing H = 0.03125 shows a small error,

indicating a small difference between computational and true wavenumber.

Figure 4.12 shows the computed solutions also using kx = ky = 4, but now with

polynomial orders p = 0, 1, 2, 3, 4, 5 employed on a quadrilateral mesh of spacing

H = 1. Initially, in common with the h–refined case, the solution lags behind the

true solution. However, once dispersion is brought under control, the computed and

true solutions become indistinguishable and therefore have the same wavenumber.

Table 4.5 shows the number of unknowns that are required to produce the so-

lutions shown in Figure 4.11 where h–refinement is undertaken. Conversely, Ta-

ble 4.6 shows the number of unknowns required to produce the solutions shown in

Figure 4.12 where p–refinement is undertaken. From comparing the number of un-

knowns in these tables it is clear that the use of p–refinement to control dispersion

is far superior to the use of h–refinement.

The dispersion of the triangular elements, with h–refinement is considered in

Figure 4.13. Here, solutions are computed on meshes of spacingsH = 1, 0.5, 0.25,

0.125, 0.0625, 0.03125 using elements of polynomial order p = 0. The numeri-

cal solutions are then compared with the exact solution of the model problem with

kx = ky = 2. In Figure 4.13 the computed solutions lag behind the true solution,

exhibiting the same behaviour as the quadrilateral elements. The dispersion of the

triangular elements when p–refinement is undertaken is shown in Figure 4.14. In

this Figure the computed solutions given by p = 0, 1, 2, 3, 4, 5 order elements on

a mesh of spacing H = 1 are compared with the exact solution for kx = ky = 2.

Once again, in common with the quadrilateral elements, it is observed that once

dispersion is brought under control, the true and computed solutions become indis-

tinguishable.

In a similar manner to the quadrilateral elements, we compare the number of

unknowns for h– and p–refinement. The number of unknowns for the h–refinement

scheme are shown in Table 4.7 and the number of unknowns for p–refinement are

shown in Table 4.8. From these tables it is clear that using p–refinement to control

dispersion is more beneficial than using h–refinement.
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Dispersive effects will be considered in later chapters, when an estimate of the

error in the numerical solution of problems, which have no analytical solutions, is

considered.
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Table 4.5: Number of unknowns employed for the propagation of a wave with
wavenumber kx = ky = 4 on a mesh of quadrilaterals with varying mesh spacing
and uniform p = 0 elements

H 1 0.5 0.25 0.125 0.0625 0.03125

Number of Unknowns 4 12 40 144 544 2112

Table 4.6: Number of unknowns employed for the propagation of a wave with
wavenumber kx = ky = 4 on a mesh of quadrilaterals with spacing H = 1 and
varying uniform order elements

p 0 1 2 3 4 5

Number of Unknowns 4 12 24 40 60 80

Table 4.7: Number of unknowns employed for the propagation of a wave with
wavenumber kx = ky = 2 on a mesh of triangles with varying mesh spacing and
uniform p = 0 elements

H 1 0.5 0.25 0.125 0.0625 0.03125

Number of Unknowns 5 16 56 208 800 3136

Table 4.8: Number of unknowns employed for the propagation of a wave with
wavenumber kx = ky = 2 on a mesh of triangles with mesh spacing H = 1 and
varying uniform order elements

p 0 1 2 3 4 5

Number of Unknowns 5 10 21 36 55 78
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Figure 4.11: Dispersion in the wave propagation problem for meshes of quadri-
laterals with mesh spacings: (a) H = 1, (b) H = 0.5, (c) H = 0.25, (d)
H = 0.125, (e) H = 0.0625 and (f) H = 0.03125
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Figure 4.12: Dispersion in the wave propagation problem for meshes of quadri-
laterals with polynomial orders: (a) p = 0, (b) p = 1, (c) p = 2, (d) p = 3, (e)
p = 4 and (f) p = 5
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Figure 4.13: Dispersion in the wave propagation problem for meshes of triangles
with mesh spacings: (a) H = 1, (b) H = 0.5, (c) H = 0.25, (d) H = 0.125,
(e) H = 0.0625 and (f) H = 0.03125
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Figure 4.14: Dispersion in the wave propagation problem for meshes of triangles
with polynomial orders: (a) p = 0, (b) p = 1, (c) p = 2, (d) p = 3, (e) p = 4
and (f) p = 5
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Chapter 5

Edge Element Formulation for

Scattering Problems

5.1 Introduction

This chapter introduces the variational framework which is to be employed for elec-

tromagnetic scattering problems. It builds on the theoretical discussions that were

presented in Chapter 2 and the previously presented formulations [13, 38]. The

chapter begins with the statement of the classical electromagnetic scattering prob-

lem. From this theoretical beginning, we derive the equations which will be used

for the finite element solution of the scattering problem. To do this, it is necessary

to introduce the truncation of an otherwise infinite domain. Various methods have

been proposed for achieving this truncation and within this chapter, the merits of

the different approaches will be discussed.

Following the derivation of the edge element formulation for scattering prob-

lems, consideration will be given to outputs of the electromagnetic scattering prob-

lem. In the aerospace industry, the radar cross section (RCS) is an output of partic-

ular interest. An explanation of how this quantity may be computed for scattering

problems is given.

69
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Figure 5.1: The electromagnetic scattering problem

5.2 Statement of the Classical Problem

We are interested in simulating problems in which waves, generated by an elec-

tromagnetic source, interact with a coated perfectly conducting obstacle. It is as-

sumed that the coated scattering obstacle is surrounded by free space and that the

source is located in the far field. This problem is illustrated diagrammatically in

Figure 5.1. The unknowns are the electric and magnetic field intensity vectors,

which are expressed, relative to a cartesian coordinate system Oxyz, in the form

E = (Ex, Ey, Ez)
T and H = (Hx, Hy, Hz)

T respectively. For our purposes, it

is convenient to decompose these fields into incident and scattered components,

according to

E = Es +Ei H = Hs +H i (5.1)

where the superscripts i and s denote the incident and scattered fields respectively.

The governing equations for this problem are the Maxwell equations and, following

the discussions in Chapter 2, the curl equations in two dimensions may be expressed

in the dimensionless form

curlE = −iωµH (5.2)

curlH = iωεE (5.3)
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and the divergence conditions written as

div (εE) = 0 div (µH) = 0 (5.4)

Here i =
√
−1 and ω = 2π/λ, where λ is the wavelength of the incident wave.

The quantities µ and ε represent the relative permeability and relative permittivity

respectively of the propagation medium. For general media, the entries in these

tensors may be complex valued functions of position, but, where the medium of

propagation is free space, the tensors have the simple form

µ = I ε = I (5.5)

where I is the unit tensor. In a dielectric the tensors are assumed to be of the form

µ = µdI ε = εdI (5.6)

where µd and εd are specified real constants. Incident fields Ei and H i are con-

structed to satisfy Maxwell’s equations in free space, and so satisfy the vector equa-

tions

curl
(
curlEi

)
− ω2Ei = 0 (5.7)

and

curl
(
curlH i

)
− ω2H i = 0 (5.8)

which are derived from (5.2) and (5.3). Similarly the total fields E and H satisfy

the vector wave equations

curl
(
µ−1curlE

)
− ω2εE = 0 (5.9)

and

curl
(
ε−1curlH

)
− ω2µH = 0 (5.10)

both in the free space and in the dielectric. By subtraction of equation (5.7) from (5.9)

and equation (5.8) from (5.10) we obtain

curl
(
µ−1curlEs

)
−ω2εEs = ω2 (ε− I)Ei− curl

{(
µ−1 − I

)
curlEi

}
(5.11)
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curl
(
ε−1curlHs

)
− ω2µHs = ω2 (µ− I)H i − curl

{(
ε−1 − I

)
curlH i

}

(5.12)

These are the vector wave equations for the scattered field. In these expressions,

we note the appearance of source terms, on the right hand side of the equations,

which disappear in free space. If the incident field is specified, and divergence

free, then following from the discussions in Chapter 2, equations (5.11) and (5.12),

when coupled with tangential boundary conditions have a unique solution. The

divergence conditions

divEs = 0 and divHs = 0 (5.13)

may therefore be neglected. For completeness, in Appendix A we give a mixed

formulation which imposes the divergence conditions. However, for this approach

the Lagrange multiplier turns out to be zero.

5.2.1 Boundary Conditions

Perfectly Conducting Scatterer

The scattering obstacle is assumed to be a perfect conductor and the surface of

the obstacle generally forms the internal boundary of the solution domain. On this

boundary, the scattered magnetic field is subjected to the condition

n ∧ curlHs = −n ∧ curlH i (5.14)

in TM simulations. Here n represents the unit outward normal vector to the surface

and ∧ denotes the vector product. In this case, the surface of the scatterer is denoted

by Γ1.

In TE simulations, the scattered electric field is subjected to the condition

n ∧Es = −n ∧Ei (5.15)

at the surface of the scatterer. In this case, the surface of the scatterer is denoted by

Γ2.
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Figure 5.2: Creating the finite solution domain Ωf + Ωd

Dielectric Coating

At a dielectric interface the conditions

n ∧Ef = n ∧Ed n ∧Hf = n ∧Hd (5.16)

on the total magnetic and electric fields are applied. In these expressions the sub-

script f refers to quantities on the free space side of the interface, and the subscript

d refers to quantities on the dielectric side of the interface.

Far Field Treatment

Sufficiently far from the scattering obstacle, the scattered electric and magnetic field

components consist of outgoing waves only. Much attention has been devoted to the

problem of developing a suitable implementation of this condition, as it is always

encountered in the numerical simulation of wave propagation problems defined on

infinite domains. The standard approach involves the truncation, at a finite distance,

of the infinite domain surrounding the scatterer to create a finite solution domain,

Ωf+Ωd, as shown in Figure 5.2 here Ωd represents the dielectric coating on the scat-

terer and Ωf is the truncated free space region. At the newly created computational

boundary, either absorbing boundary conditions [49, 50], the Dirichlet to Neumann

(DtN) method [51], infinite elements [5, 11] or the wave envelope method [19] may
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then be employed. Other alternatives involve the coupling of a domain method with

a boundary procedure [52] or the use of an iterative method to update the solution

on the far field boundary, using data calculated on the scatterer and an appropriate

Green’s function [53].
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Figure 5.3: The addition of Ωp, the PML region, to the domain Ωf

Berenger [6] proposed the alternative perfectly matched layer (PML) technique.

In his approach, an artificial material layer, Ωp, is added to the free space domain,

Ωf , at the truncated far field boundary, as shown in Figure 5.3. The outer surface of

the PML is denoted by Γ3. Within the PML, Maxwell’s curl equations are consid-

ered in the form

curlEs = −iωµpH
s (5.17)

curlHs = iωεpE
s (5.18)

These equations imply that, within the PML,

curl
(
µ−1
p curlEs

)
− ω2εpE

s = 0 (5.19)

and

curl
(
ε−1
p curlHs

)
− ω2µpH

s = 0 (5.20)
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We try to choose the thickness of the PML, and to specify the variation in the mate-

rial properties εp and µp through the PML, so as to ensure that the scattered wave is

completely absorbed within the layer, without reflection. At the outer surface, Γ3,

the boundary condition

n ∧Es = 0 (5.21)

is applied in TE simulations, while the condition

n ∧Hs = 0 (5.22)

is applied in the TM case.

5.3 Weak Variational Formulation

The governing differential equations (5.11), (5.12), (5.19) and (5.20) for this prob-

lem may be combined and written in the form

curl
(
Λ−1

1 curlU s
)
−ω2Λ2U

s = ω2 (Λ2 − I)U i−curl
(
Λ−1

1 − I
)

curlU i (5.23)

where the unknown vector U s is to be interpreted as the scattered electric field for

the TE case and the scattered magnetic field in TM simulations. The corresponding

incident field U i exists only within physical media and is zero in Ωp. In addition,

within Ωf and Ωd we take

Λ1 = µ Λ2 = ε (5.24)

for TE simulations and

Λ1 = ε Λ2 = µ (5.25)

in the TM case. Within Ωp we take

Λ1 = µp Λ2 = εp (5.26)

for TE simulations and

Λ1 = εp Λ2 = µp (5.27)
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in the TM case. To develop a numerical solution procedure, a variational formula-

tion of this problem is employed. Defining the spaces Z and ZD as

ZD = {u |u ∈ H(curl; Ω); n ∧ u = −n ∧U i on Γ2; n ∧ u = 0 on Γ3} (5.28)

Z = {u |u ∈ H(curl; Ω); n ∧ u = 0 on Γ2, n ∧ u = 0 on Γ3} (5.29)

then a weak variational formulation of the problem is: find U s ∈ ZD, such that
∫

Ωf+Ωp+Ωd

(
Λ−1

1 curlU s · curlW − ω2Λ2U
s ·W

)
dΩ =

−
∫

Γ1

(
n ∧Λ−1

1 curlU s
)
·W dΓ

−
{∫

Ωd

(
Λ−1

1 − I
)

curlU i · curlW − ω2 (Λ2 − I)U i ·W dΩ

}
(5.30)

for allW in Z.

5.4 Improved PML Condition

Monk and Callino [54] proposed an improved PML condition, where the Dirch-

let condition on the truncated boundary Γ3 is replaced by an absorbing boundary

condition. Following their investigations, an alternative variational formulation is

presented. The first order Bayliss-Turkel [49] absorbing boundary condition is cho-

sen for the new far field condition. Following [50] this condition for Maxwell’s

equations can be written as

curlEs ≈ −iωn ∧Es (5.31)

for the scattered electric field and

curlHs ≈ −iωn ∧Hs (5.32)

for the scattered magnetic field. Defining the spaces Z̃D and Z̃ as

Z̃D = {u |u ∈ H(curl; Ω); n ∧ u = −n ∧U i on Γ2} (5.33)

Z̃ = {u |u ∈ H(curl; Ω); n ∧ u = 0 on Γ2} (5.34)
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then the modified weak variational formulation of the problem is: find U s ∈ Z̃D,

such that
∫

Ωf+Ωp+Ωd

(
Λ−1

1 curlU s · curlW − ω2Λ2U
s ·W

)
dΩ =

−
∫

Γ1

(
n ∧Λ−1

1 curlU s
)
·W dΓ− iω

∫

Γ3

n ∧W · n ∧U s dΓ

−
{∫

Ωd

(
Λ−1

1 − I
)

curlU i · curlW − ω2 (Λ2 − I)U i ·W dΩ

}
(5.35)

for allW in Z̃.

5.5 Specification of the PML

The PML, Ωp, is always taken to be in the form of a circular annulus of thickness

0.75λ and lies within the region that has been discretised with a structured mesh

of elements. Within the PML, the entries in Λ1 and Λ2 are defined [55] to be

complex–valued functions of position, according to

Λ1 = Λ2 = Λ =


 Λu 0

0 α


 (5.36)

where

Λu = J̃
T


 α 0

0 α−1


 J̃ α = 1− (iσ/ω) (5.37)

and J̃ is a rotation matrix [55]. The PML parameter, σ, is defined to vary quadrati-

cally through the layer, according to

σ(x, y) = σmax(r − r1)2/0.5625λ2 (5.38)

where r denotes the radial distance from the centre of the annulus to the point (x, y)

and r1 is the radius of the inner circle of the annulus. The optimum value

σmax = 11/λ (5.39)

has been determined as a result of a series of numerical experiments and is em-

ployed in all the computations reported in this thesis.
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5.6 Specification of the Incident Wave

The form of the incident wave which is adopted in this thesis is

U i = δ


 − sin θ

cos θ


 e−iω(x cos θ+y sin θ) (5.40)

where θ is the angle of incidence and δ is a parameter which is equal to +1 for

TE simulations and equal to −1 for TM simulations. Unless explicitly stated, it is

assumed that the angle of incidence is zero so that the incident wave propagates

along the x axis.

5.7 Finite Element Solution

The application of the Galerkin approximation to the variational formulation of

equation (5.30) results in the formulation of a complex linear equation system. This

system can be expressed in the matrix form

Ku = L (5.41)

where typical entries in the coefficient matrix, K, and the right hand side vector,

L, are given by

Kij =

∫

Ωf+Ωp+Ωd

(
Λ−1

1 curl Φi · curl Φj − ω2Λ2Φi ·Φj

)
dx dy (5.42)

and

Lj =

∫

Γ2

(n ∧ Λ−1
1 curlU i) ·ΦjdΓ

−
{∫

Ωd

(
Λ−1

1 − I
)

curlU i · curl Φj − ω2 (Λ2 − I)U i ·Φj dxdy

}
(5.43)

where Φj denotes a typical real basis function. These integrals are evaluated by em-

ploying the covariant mapping described in Chapter 3. This involves mapping each

element in turn to the master element and evaluating the elemental contributions to

the linear system.
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In Chapter 3 it was shown how static condensation can achieve an initial elim-

ination of the interior degrees of freedom for higher order elements. Additional

computational efficiency can then achieved by optimisation of the edge numbering

to minimise the bandwidth of the linear equation system. This is accomplished by

using a standard Cuthill–McKee algorithm [45]. The resulting equation system is

solved using a direct LINPACK solver.

In a similar manner, the modified variational formulation given in equation (5.35),

also results in a complex linear system. This is expressed in matrix form as

K̃u = L̃ (5.44)

where typical entries in the coefficient matrix, K̃, and the right hand side vector, L̃

are given by

K̃ij =

∫

Ωf+Ωp+Ωd

(
Λ−1

1 curl Φi · curl Φj − ω2Λ2Φi ·Φj

)
dx dy

+ iω

∫

Γ3

n ∧Φi·n ∧Φj dΓ (5.45)

and

L̃j =

∫

Γ2

(n ∧ Λ−1
1 curlU i) ·ΦjdΓ

−
{∫

Ωd

(
Λ−1

1 − I
)

curlU i · curl Φj − ω2 (Λ2 − I)U i ·Φj dx dy

}
(5.46)

The same assembly procedures as used for the original weak variational formula-

tion are again followed. After the solution of the complex linear system (viz equa-

tion (5.41) or (5.44)) then for either TE or TM analysis the scattered electric and

magnetic fields may be recovered across the computational domain. Using these

values contours of the solution may be made.

5.8 Radar Cross Section Evaluation

In addition to outputs generated directly from the computational solution, it is of in-

terest to consider outputs which are derived from the computational solution. Such
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a derived output is the scattering width, which is of interest to aerospace engineers.

The scattering width, or radar cross section per unit length, for two dimensional TE

problems is defined as

χ(φ) = lim
r→∞

2πr
|Hs

z |2
|H i

z|2
(5.47)

and

χ(φ) = lim
r→∞

2πr
|Es

z |2
|Ei

z|2
(5.48)

for TM problems. Obviously, these expressions cannot be evaluated directly from

the computational solution as they require far field data. However, it can be shown

[38] that, using a near field to far field transformation, the scattering width can be

evaluated as

χ(φ) =
ω

4

∣∣∣∣
∫

Γc

(n ∧U s · V + n ∧ curlU s · Y ) dΓ′
∣∣∣∣
2

(5.49)

where (x′, y′) denotes the coordinates of a general point on a collection surface Γc

and

V =




0

0

−δ


 e

iω(x′ cosφ+y′ sinφ) (5.50)

Y =
δ

iω




sin φ

− cosφ

0


 e

iω(x′ cosφ+y′ sinφ) (5.51)

In these equations, r and φ denote the cylindrical polar coordinates of a general

observation point in the far field. In addition, we specify that the collection surface

is chosen so that it lies in free space and completely encloses the scatterer. The

corresponding discrete expression for the scattering width is given as

χH(φ) =
ω

4

∣∣∣∣
∫

Γc

(n ∧U s
H · V + n ∧ curlU s

H · Y ) dΓ′
∣∣∣∣
2

(5.52)

which can be evaluated using data from the computational solution to the problem.

When the results of the numerical simulations are presented, it is the quantity

RCS = 10 log10 χH (5.53)
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that will be plotted. In this way, the scattering width is expressed in decibels and

provides a meaningful description of the far field scattering from the object.

5.9 Analytical Solutions

Analytical solutions to the scattering problem will be used to verify the numerical

simulations. Analytical solutions are available for the TE and TM scattering ob-

served from circular cylinders of infinite extent in the z direction. Classical texts

such as Harrington [56] or Balanis [28] give derivations of the expansions for the

analytical solution across the computational domain. For completeness Balanis’s

expansions for the scattering width observed from a PEC cylinder and coated PEC

cylinder are given.

5.9.1 PEC Cylinder

PEC cylinders of infinite extent in the z direction are considered.

TE Case

The exact expression for the scattering width for a 2 dimensional TE cylinder of

radius a is given as

χ(φ) =
4

ω

∣∣∣∣∣
∞∑

i=0

εi
J
′
i (ωa)

H
(2)′
i (ωa)

cos iφ

∣∣∣∣∣

2

(5.54)

where εi is defined as

εi =





1 i = 0

2 i 6= 0
(5.55)

In addition, Ji(x) is the Bessel function of the first kind, of order i with argument

x and H (2)
i (x) is the Hankel function of the second kind of order i. The prime indi-

cates differentiation with respect to the argument of the function. These functions

can be generated by using recursive relations [57]. To plot this function, the infinite

series is truncated when the functions in the series become sufficiently small.



82 CHAPTER 5. FORMULATION FOR SCATTERING PROBLEMS

TM Case

The corresponding expression for the scattering width for a TM cylinder is given

by

χ(φ) =
4

ω

∣∣∣∣∣
∞∑

i=0

εi
Ji(ωa)

H
(2)
i (ωa)

cos iφ

∣∣∣∣∣

2

(5.56)

which again is truncated approximately.

5.9.2 Coated PEC Cylinder

Lossless singly coated PEC cylinders which are of infinite extent in the z direction

are considered.

TE Case

The exact expression for the scattering width for a 2 dimensional TE coated cylin-

der, for which the inner radius of the PEC is a and outer radius of the dielectric

coating b, is

χ(φ) =
ω

4

∣∣∣∣∣∣∣∣

∞∑

i=0

J
′
i(ωb) ai −

√
µd
εd
Ji(ωb) bi

√
µd
εd
H

(2)
i (ωb) bn −H (2)′

i (ωb) ai

εi cos iφ

∣∣∣∣∣∣∣∣

2

(5.57)

where

ai =
Yi(kdb)

Y
′
i (kda)

− Ji(kdb)

J
′
i(kda)

(5.58)

bi =
Y
′
i (kdb)

Y
′
i (kda)

− J
′
i(kdb)

J
′
i (kda)

(5.59)

In these expressions Yi(x) is the Bessel function of the second kind, of order i with

argument x, and kd represents the wavenumber is the dielectric medium given by

kd = ω
√
εdµd (5.60)

where εd and µd are the properties of the dielectric medium.
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TM Case

Similarly, the expression for the 2 dimensional scattering width of the the TM

coated cylinder is given by

χ(φ) =
ω

4

∣∣∣∣∣∣∣∣

∞∑

i=0

J
′
i(ωb) ci −

√
εd
µd
Ji(ωb) di

√
εd
µd
H

(2)
i (ωb) di −H (2)′

i (ωb) ci

εi cos iφ

∣∣∣∣∣∣∣∣

2

(5.61)

where

ci =
Yi(kdb)

Yi(kda)
− Ji(kdb)

Ji(kda)
(5.62)

di =
Y
′
i (kdb)

Yi(kda)
− J

′
i (kdb)

Ji(kda)
(5.63)

are functions which complete the expansion.
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Chapter 6

Results of the Edge Element

Approach for Scattering Problems

6.1 Introduction

This chapter presents and discusses the results of using the edge element approach

advocated in Chapter 5 for scattering problems. Initially, problems with no dielec-

tric coating are considered and, for these problems, the numerical convergence of

the approach is investigated. To show convergence, the scattering width output

of electromagnetic scattering problems is monitored. Verification of the numeri-

cal solution procedure then follows from a series of comparisons of the computed

scattering width output with exact analytical solutions. In addition, contours of the

scattered field are also presented for converged solutions.

Mesh independent solutions are investigated when the linear blending function

method is employed for geometry representation. Refinement strategies are dis-

cussed, in relation to the number of unknowns and the computational accuracy.

Subsequent numerical computations employ these refinement strategies to obtain

the desired solutions.

Following validation of the numerical solution, a series of numerical examples

for which no analytical solution is available is considered. Where applicable, the

results of these computations are compared to those produced by a time domain

85
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finite element procedure.

Investigations are extended to consider scatterers with dielectric coatings. To

verify the accuracy of these simulations, a comparison with exact analytical solu-

tions is made. In addition, the benefits of using a coupled PML/ABC technique

over the basic PML approach are considered for both coated scatterers and scatter-

ers without a coating.

6.2 Definition of Electrical Length

In this chapter, the size of the computational problems is expressed in terms of

electrical length. This is a measure of the number of wavelengths which occupy a

specified length scale of the scatterer (for circular scatterers, this is the diameter).

Therefore, the larger the electrical length the greater the computational challenge

the problem represents.

6.3 Numerical Convergence of the Solution

The numerical convergence of the scattering width is monitored by first consid-

ering the scattering by 2λ TE and TM circular cylinders. Here, p–refinement on

structured meshes of elements is undertaken. In these examples, linear geometry

representation is employed and it is therefore necessary to generate meshes which

accurately represent the boundaries, otherwise the converged numerical solution

will differ from the true solution to the problem. A structured mesh of quadrilat-

erals, a structured mesh of triangles and hybrid meshes of structured quadrilaterals

and triangles with different interface positions are considered.

6.3.1 Structured Mesh of Quadrilaterals

Convergence of the scattering width output is considered on a structured mesh of

quadrilaterals. A mesh consisting of 320 quadrilaterals in the form of circular an-

nulus was found to be adequate for describing the geometry of the boundaries. The
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circular annulus mesh is of inner radius 1λ and outer radius 2λ, an illustration of the

distribution of the elements in the mesh is shown in Figure 6.1. The PML layer for

this mesh occupies the region 1.25λ ≤ r ≤ 2λ of quadrilateral elements. Figure 6.2

shows the convergence in the TE scattering width, when solutions are computed us-

ing uniform polynomial orders of p = 0, 1, 2, 3, 4, 5 in turn. It can be observed that,

with increasing polynomial order, the initial asymmetric distribution converges to

a symmetric distribution. In addition, once a converged solution is reached, fur-

ther increases in polynomial order do not change the scattering width distribution.

Figure 6.3 shows the convergence of the corresponding TM scattering width for

uniform polynomial orders of p = 0, 1, 2, 3, 4, 5 in turn. As in the TE case, the

solution converges with increasing polynomial order.

6.3.2 Structured Mesh of Triangles

Convergence of the solution for the scattering width is now considered when a

structured mesh of triangles is used. The structured mesh employed results from

splitting each quadrilateral in the mesh shown previously into two triangular ele-

ments. An illustration of the mesh produced is shown in Figure 6.4. The PML layer

for this mesh occupies the region 1.25λ ≤ r ≤ 2λ of triangular elements.

The convergence of the scattering width for the TE problem is illustrated in

Figure 6.5. In this figure, it is observed that, with increasing polynomial order, an

initial asymmetric scattering width distribution converges to a symmetric distribu-

tion. Convergence of the scattering width for the corresponding TM problem is

shown in Figure 6.6. As in previous cases, increase in polynomial order produces a

symmetric distribution.

6.3.3 Hybrid Structured Meshes

We construct a series of hybrid meshes by splitting different proportions of the

quadrilaterals in the mesh shown in Figure 6.1 into triangles. Elements adjacent

to the scatterer are chosen to be triangular, and elements towards the far field are
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Figure 6.1: Scattering by a circular cylinder of electrical length 2λ: a structured
mesh consisting of 320 quadrilaterals
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Figure 6.2: Scattering of a TE wave by a circular cylinder of electrical length 2λ:
convergence of the RCS distribution on a structured mesh of quadrilaterals with
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Figure 6.3: Scattering of a TM wave by a circular cylinder of electrical length
2λ: convergence of the RCS distribution on a structured mesh of quadrilaterals
with increase in p
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Figure 6.4: Scattering by a circular cylinder of electrical length 2λ: a structured
mesh consisting of 640 triangles
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Figure 6.5: Scattering of a TE wave by a circular cylinder of electrical length
2λ: convergence of the RCS distribution on a structured mesh of triangles with
increase in p
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Figure 6.6: Scattering of a TM wave by a circular cylinder of electrical length
2λ: convergence of the RCS distribution on a structured mesh of triangles with
increase in p
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chosen to be quadrilateral. This combination is investigated because for complex

geometries it is easier to generate an unstructured mesh of triangles around the

object and then attach a structured layer of quadrilateral elements to apply the PML

condition. Initially, triangles are chosen to occupy the region 1λ ≤ r ≤ 1.25λ of

free space and quadrilaterals to occupy the region 1.25λ ≤ r ≤ 2λ of the PML

layer. An illustration of the resulting hybrid mesh is shown in Figure 6.7. The

computed scattering width distributions for a TE problem when uniform polynomial

orders of p = 0, 1, 2, 3, 4, 5 are employed across the mesh are shown in Figure

6.8. The computed scattering width distributions for a TM problem when uniform

polynomial orders of p = 0, 1, 2, 3, 4, 5 are employed across the mesh are shown in

Figure 6.9.

A second hybrid mesh, in which the inner region 1λ ≤ r ≤ 1.5λ is occupied by

triangles and the outer region 1.5λ ≤ r ≤ 2λ of the circular annulus is occupied by

quadrilaterals is now considered. An illustration of the mesh can be found in Fig-

ure 6.10. For this example the PML layer, of thickness 0.75λ, extends in to the re-

gion of triangular elements. The resulting scattering width distributions for the case

of scattering of a TE wave when uniform polynomial orders of p = 0, 1, 2, 3, 4, 5

are employed are shown in Figure 6.11. In this figure, it can be observed that the

solution converges to a symmetric distribution in the same manner as the previous

examples. The corresponding TM scattering width distributions in Figure 6.12 also

display the same behaviour.
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Figure 6.7: Scattering by a circular cylinder of electrical length 2λ: a structured
hybrid mesh consisting of 160 triangles and 240 quadrilaterals
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Figure 6.8: Scattering of a TE wave by a circular cylinder of electrical length 2λ:
convergence of the RCS distribution on a hybrid structured mesh with increase
in p
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Figure 6.9: Scattering of a TM wave by a circular cylinder of electrical length 2λ:
convergence of the RCS distribution on a hybrid structured mesh with increase
in p
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Figure 6.10: Scattering by a circular cylinder of electrical length 2λ: a structured
hybrid mesh consisting of 320 triangles and 160 quadrilaterals
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Figure 6.11: Scattering of a TE wave by a circular cylinder of electrical length 2λ:
convergence of the RCS distribution on a hybrid structured mesh with increase
in p
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Figure 6.12: Scattering of a TM wave by a circular cylinder of electrical length
2λ: convergence of the RCS distribution on a hybrid structured mesh with in-
crease in p
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6.4 Verification of the Numerical Procedure

Verification of the numerical procedure is achieved by comparing scattering width

distributions obtained for the converged solutions for the 2λ scattering problem in

the previous section with the exact analytical solution. This comparison, for the TE

problem is shown in Figure 6.13. It can be observed that, on this scale, the scattering

width distributions produced with a structured mesh of quadrilaterals, a structured

mesh of triangles and hybrid meshes are all indistinguishable from the exact. There-

fore, meshes comprising of quadrilateral or triangles and hybrid combinations are

equally successful at predicting the correct scattering width distribution for this TE

problem. In addition, we note that the location of the interface between triangular

and quadrilateral elements for hybrid meshes does not effect the solution. The cor-

responding comparison for the TM problem is shown in Figure 6.14. Once again

the agreement obtained on this scale between the converged numerical solution on

each of the structured meshes and the exact distribution is excellent. At this stage,

the numerical performance of the 2λ scattering problems have been verified. To

provide an insight in to the form of the solution across the computational domain,

contours of the scattered magnetic field (for the TE problem) and the electric field

(for the TM problem) are plotted. Figures 6.15 and 6.16 show contours of Re(H s
z)

and Im(Hs
z ) for the converged TE solution. Figures 6.17 and 6.18 show contours

of Re(Es
z) and Im(Es

z) for the converged TM solution.

Numerical solutions are undertaken for a circular cylinder of larger electrical

length of 15λ. For this problem, a single hybrid mesh of 400 triangles and 600

quadrilaterals is considered as illustrated in Figure 6.19. A denser mesh is consid-

ered, since as λ decreases the resolution of the geometry of the scatterer becomes

more important. For this reason, the number of elements in the radial direction

of the mesh is increased. The outer circle of the mesh given in Figure 6.19 is a

circle of radius 15λ = 2 and the PML layer for this problem occupies the region

14.25λ ≤ r ≤ 15λ of quadrilaterals in the mesh. The computed scattering width

distributions for the scattering by TE and TM waves when p = 6 elements are em-
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Figure 6.13: Scattering of a TE wave by a circular cylinder of electrical length
2λ: comparison between the exact distribution and the results obtained from a
PML boundary condition
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Figure 6.15: Scattering of a TE wave by a circular cylinder of electrical length
2λ: contours of Re(Hs

z ) using the converged solution

Figure 6.16: Scattering of a TE wave by a circular cylinder of electrical length
2λ: contours of Im(Hs

z ) using the converged solution
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Figure 6.17: Scattering of a TM wave by a circular cylinder of electrical length
2λ: contours of Re(Es

z) using the converged solution

Figure 6.18: Scattering of a TM wave by a circular cylinder of electrical length
2λ: contours of Im(Es

z) using the converged solution
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Figure 6.19: Scattering by a circular cylinder of electrical length 15λ: a struc-
tured hybrid mesh consisting of 400 triangles and 600 quadrilaterals
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Figure 6.20: Scattering of a TE wave by a circular cylinder of electrical length
15λ: comparison between the exact distribution and the results obtained from a
PML boundary condition
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Figure 6.21: Scattering of a TM wave by a circular cylinder of electrical length
15λ: comparison between the exact distribution and the results obtained from a
PML boundary condition
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ployed uniformly across the mesh are shown in Figures 6.20 and 6.21 respectively.

Both computations produce results that, on this scale, are in excellent agreement

with the exact solution. Contours of Re(H s
z ) and Im(Hs

z ) for the TE problem are

shown in Figures 6.22 and 6.23 respectively.
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Figure 6.22: Scattering of a TE wave by a circular cylinder of electrical length
15λ: contours of Re(Hs

z ) using the converged solution

Figure 6.23: Scattering of a TE wave by a circular cylinder of electrical length
15λ: contours of Im(Hs

z ) using the converged solution
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6.5 Mesh Independent Solutions

Using a linear representation for the geometry can produce accurate results, as

demonstrated in the previous examples. But the converged solutions that are ob-

tained in this way are only as good as the description of the geometry that results.

In other words, if the mesh does not adequately describe the geometry of the scat-

terer, the converged solution will not be the true solution to the problem. However,

by adopting the linear blending function method for geometry resolution, as de-

scribed in Chapter 3, then accurate mesh independent solutions can be achieved. To

show that this is the case, the solutions given by the linear geometry approximation

and the representation given by the linear blending function method are compared

on a sequence of meshes. The initial generated mesh contains 96 quadrilaterals.

Subsequent meshes in the sequence are obtained by first splitting each element in

the original mesh into 4 and then into 16. Comparisons are made by considering

the converged solution on each mesh for the 15λ TE circular cylinder example.

The initial mesh is shown in Figure 6.24 (a) and the corresponding solutions

are shown in Figure 6.24 (b). It is observed that the converged solution given by

the linear geometry approximation is incorrect. However, the converged solution

given by the linear blending function method is indistinguishable from the exact.

Splitting each element in to 4, as illustrated in Figure 6.25 (a) leads to an improve-

ment in the converged solution given by linear geometry approximation, as shown

in Figure 6.25 (b). The converged solution given by the linear blending function

remains indistinguishable from the exact. However, it is not until the elements in

the original mesh are split 16 times, as shown in Figure 6.26 (a), that the converged

solution given by the linear geometry approximation, shown in Figure 6.26 (b), is

indistinguishable from the exact distribution. Therefore, it is apparent that the lin-

ear blending function method should be adopted, if mesh independent solutions are

to be obtained economically.
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Figure 6.24: Scattering of a TE wave by a circular cylinder of electrical length
15λ: (a) a structured mesh of 96 quadrilaterals and (b) comparison between the
distribution given by using linear geometry and blending function representation
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Figure 6.25: Scattering of a TE wave by a circular cylinder of electrical length
15λ: (a) a structured mesh of 384 quadrilaterals and (b) comparison between the
distribution given by using linear geometry and blending function representation
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Figure 6.26: Scattering of a TE wave by a circular cylinder of electrical length
15λ: (a) a structured mesh of 1536 quadrilaterals and (b) comparison between
the distribution given by using linear geometry and blending function represen-
tation
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Figure 6.27: Scattering of a TE wave by a circular cylinder of electrical length
2λ: the initial mesh of 128 quadrilateral elements
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6.6 Refinement Strategies

The question of whether it is better to refine the mesh or to increase the polynomial

order is now examined. To investigate these different strategies fully, the linear

blending function method of geometry representation is adopted. To determine a

suitable refinement strategy, we examine the computational accuracy of a series of

solutions to a model problem and compare this to the number of unknowns required

to obtain the numerical solution. The model problem considered here involves the

scattering of a TE wave by a cylinder of electrical length 2λ.

A comparison of the accuracy given by the computed solutions which employ

a strategy of h–refinement is compared with that produced by employing a strategy

of p–refinement. The initial mesh, before refinement is undertaken, consists of 128

quadrilateral elements and is shown in Figure 6.27. For the h–refinement strategy,

the second and third meshes in the sequence are constructed by splitting the initial

mesh into 4 and then 16. Here, p = 0 quadrilaterals are used uniformly across all

the meshes. For the p–refinement strategy, the spacing in the initial mesh is retained

and solutions are computed using uniform polynomial orders of p = 0, 1, 2, 3.

The computed distributions, when p–refinement is undertaken on the initial

mesh is shown in Figure 6.28. It can be observed that increasing the order from

p = 0 to p = 3 leads to convergence of the distribution to the exact solution. In

comparison, the effect of refining the mesh is shown in Figure 6.29. The effect of

splitting the mesh into 4 and then 16 has yet to converge the solution. A much finer

spacing is required to reach a converged solution using h–refinement [58].

A total number of 4160 unknowns are required to compute the p = 3 solution

on the initial mesh. This is exactly the same number as results from computing

the p = 0 solution for the second h–refinement. It is, therefore, more beneficial to

increase the polynomial order as opposed to refining the mesh.



104 CHAPTER 6. RESULTS FOR SCATTERING PROBLEMS

-25

-20

-15

-10

-5

0

5

10

15

-200 -150 -100 -50 0 50 100 150 200

R
C

S

phi

exact
p=0

-25

-20

-15

-10

-5

0

5

10

15

-200 -150 -100 -50 0 50 100 150 200

R
C

S

phi

exact
p=1

(a) (b)

-25

-20

-15

-10

-5

0

5

10

15

-200 -150 -100 -50 0 50 100 150 200

R
C

S

phi

exact
p=2

-25

-20

-15

-10

-5

0

5

10

15

-200 -150 -100 -50 0 50 100 150 200

R
C

S

phi

exact
p=3

(c) (d)

Figure 6.28: Scattering of a TE wave by a circular cylinder of electrical length 2λ
showing the computed scattering width distributions for: (a) p = 0, (b) p = 1,
(c) p = 2 and (d) p = 3 on the the initial mesh.
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Figure 6.29: Scattering of a TE wave by a circular cylinder of electrical length
2λ showing the computed scattering width distributions for: (a) p = 0 on the
initial mesh, (b) p = 0 on the first h–refinement and (c) p = 0 on the second
h–refinement



106 CHAPTER 6. RESULTS FOR SCATTERING PROBLEMS

6.7 Scattering By Obstacles of More General Shape

To illustrate the predictive capability of the procedure, we now consider the simu-

lation of problems involving scatterers of more complex shape, for which no ana-

lytical solution is available. The simulations included involve scattering by a semi–

open cavity and by a NACA0012 aerofoil. For these non–cylindrical scatterers, an

advancing front procedure [43] is employed to initially generate a truly unstruc-

tured mesh of triangles. A structured mesh of quadrilaterals is then attached to the

outer surface of the triangulated region and is terminated at the desired distance

from the scatterer. The PML lies within this structured mesh region. The location

of the interface between the quadrilateral and triangular elements can be arbitrarily

located and the number of layers of elements in the structured mesh may be arbi-

trarily defined. However, in practice, we attempt to ensure that the hybrid meshes

which result are of approximately uniform spacing.

6.7.1 Semi–Open Cavity

Geometrically, the perfectly conducting semi–open cavity consists of two parallel

walls which are connected at their right–hand end. This produces a cavity in the

shape of a letter U rotated through 90 degrees. The thickness of the walls is denoted

by d and the outer dimensions are given by b + d in the x direction and c + 2d

in the y direction. The implication here is that the inner cavity has dimensions b

and c. We consider the particular cavity which is defined by the specific values

d = 0.4λ = 0.2, b = 8λ = 4 and c = 2λ = 1. A TE simulation is performed in

which the incident wave propagates in a direction which lies at an angle of θ = 30

degrees to the x axis. An unstructured mesh of triangles is generated within the

region bounded by a circle of radius 6λ = 3 and a structured mesh, consisting of

1 layer of quadrilaterals of thickness 1.5λ = 0.75 in this case, is then attached. A

view of this mesh is given in Figure 6.30. The PML layer for this example occupies

the region 6.75λ ≤ r ≤ 7.5λ inside the structured layer of quadrilaterals.

The order of the edge elements is increased uniformly across the mesh until
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Figure 6.30: Scattering by semi–open cavity: a hybrid mesh consisting of 407
triangles and 44 quadrilaterals

(a) (b)

Figure 6.31: Scattering of a TE wave by a semi–open cavity: contours of (a)
Re(Hs

z ) and (b) Im(Hs
z )
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convergence of the RCS distribution is obtained. Following this approach, the RCS

distributions obtained using p = 7 and p = 8 were found to be indistinguishable and

convergence of the numerical solution was achieved. The corresponding contours

of the real and imaginary components of the scattered magnetic field are shown in

Figures 6.31 (a) and (b). The converged distribution of the RCS is compared in

Figure 6.32 with the distribution produced by a finite element time domain solu-

tion approach [59]. The two RCS distributions are very similar, although at some

locations the time domain solution does not reproduce the sharp troughs that are

apparent in the frequency domain solution.

In addition, a computation is undertaken in which a TE incident wave is prop-

agated along the x axis (θ = 0). The order of approximation for this example is

increased uniformly across the mesh until the converged RCS distribution is ob-

tained. As in the previous example, the converged solution was obtained for p = 8.

The corresponding contours of the real and imaginary components of the scattered

magnetic field are shown in Figures 6.33 (a) and (b). The distribution of the RCS

for p = 7 and p = 8 are shown in Figure 6.34, and the convergence of the solution

can be observed.

6.7.2 NACA0012 Aerofoil

The final example involves the simulation of the scattering of a TE wave by a per-

fectly conducting NACA0012 aerofoil. The chord length, c, of the aerofoil is as-

sumed to be given by c = 2λ = 1. An unstructured mesh consisting of 499 triangles

is used to discretise the region bounded internally by the aerofoil and externally by

the circle of radius r = 1.25 = 2.5λ. The remaining area is bounded externally

by the circle of radius r = 2 = 4λ and is discretised with a structured mesh of 52

quadrilaterals. This mesh is shown in Figure 6.35. It can be seen that the mesh is

refined near the leading and trailing edges of the aerofoil in order to provide the re-

quired geometrical definition. The PML layer for this example occupies the region

3.25λ ≤ r ≤ 4λ inside the final layer of quadrilaterals in the structured mesh.
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Figure 6.32: Scattering of a TE wave by a semi–open cavity: comparison of the
computed RCS distribution with that produced by a time domain finite element
method
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Figure 6.33: Scattering of a TE wave by a semi–open cavity: contours of (a)
Re(Hs

z ) and (b) Im(Hs
z )
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Two separate simulations are performed. The first involves illumination from

the front of the aerofoil, while the illumination in the second simulation is from the

rear. In each case, as before, the order of approximation employed is increased uni-

formly across the mesh until convergence of the RCS distribution is obtained. The

manner in which the mesh convergence is achieved is apparent from Figure 6.36 (a)

and (b), which show the calculated RCS distributions. The initial solution, com-

puted with order p = 0 on each element, is asymmetric, reflecting the asymmetric

nature of the mesh. However, with increase in the order p of the approximation

employed, it is clear that the effect of the mesh becomes less important and the

solution rapidly converges to a symmetric distribution.
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Figure 6.34: Scattering of a TE wave by a semi–open cavity: convergence of the
numerical solution for an incident wave propagated along the x axis

Figure 6.35: Scattering by a NACA0012 aerofoil of electrical length 2λ: a hybrid
mesh consisting of 499 triangles and 52 quadrilaterals
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Figure 6.36: Scattering of a TE wave by a perfectly conducting NACA0012 aero-
foil: computed RCS distributions when the aerofoil is illuminated (a) from the
front and (b) from the rear
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6.8 Coated Scatterers

Examples involving a PEC obstacle with a dielectric coating are now considered.

To validate the approach advocated in Chapter 5, numerical computations are un-

dertaken for coated circular cylinders. The approach is applicable to multi–layered

structures, but for the purposes of validation we restrict ourselves to a single coat-

ing. Here, the PEC cylinder is chosen to be of electrical length 15λ and the thickness

of the coating to be 1.875λ. The dielectric is defined in terms of the constants

εd = 2.56 µd = 1 (6.1)

To describe the computational domain a structured hybrid mesh of 800 trian-

gles and 600 quadrilaterals is generated, as shown in Figure 6.37. The mesh is the

form of a circular annulus with inner radius 7.5λ and outer radius 16.875λ. Here,

the triangles occupy the region 7.5λ ≤ r ≤ 11.25λ and the quadrilaterals occupy

the region 11.25λ ≤ r ≤ 16.875λ. The dielectric coating is discretised by trian-

gular elements, the free space is discretised by combination of quadrilaterals and

triangular elements. The PML layer occupies the region 16.125λ ≤ r ≤ 16.875λ

of the quadrilateral elements. The scattering width distribution, for a TE prob-

lem when p = 7 elements are employed uniformly over the mesh, is presented in

Figure 6.38. Here, it can be observed that, on this scale, the scattering width distri-

bution produced by the finite element solution is indistinguishable from the exact.

The corresponding scattering width distribution for the scattering of a TM wave is

given in Figure 6.39. Once again the agreement observed between the finite element

solution and the exact solution is excellent.

The approach described in Chapter 5 for the scattering which occurs from coated

scatterers has therefore been successfully validated for problems involving coated

circular cylinders.
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Figure 6.37: Scattering by a coated circular cylinder of electrical length 15λ: a
structured hybrid mesh consisting of 800 triangles and 600 quadrilaterals

-15

-10

-5

0

5

10

15

20

25

30

-200 -150 -100 -50 0 50 100 150 200

R
C

S

phi

Exact
p=7

Figure 6.38: Scattering of a TE wave by a coated circular cylinder of electrical
length 15λ: comparison between the exact distribution and the results obtained
from a PML boundary condition
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Figure 6.39: Scattering of a TM wave by a coated circular cylinder of electrical
length 15λ: comparison between the exact distribution and the results obtained
from a PML boundary condition
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6.9 Coupled ABC/PML Approach

In this section, the coupled ABC/PML approach is explored for close placement

of the far field boundary to the scatterer. This is especially important for problems

of large electrical length, because the computational size grows rapidly with the

amount of free space considered. Using the PML approach close to the scatterer

for large electrical lengths can produce some small oscillations in the scattering

width distribution which are not dampened out by increasing the polynomial order.

This is illustrated by considering the scattering of a TM wave by a cylinder of

electrical length 15λ. The mesh which is employed for this problem consists of

120 quadrilateral elements and describes a circular annulus of inner radius 7.5λ and

outer radius 8.5λ. It consists of the region 7.5λ ≤ r ≤ 7.75λ of free space and

the region 7.75λ ≤ r ≤ 8.5λ of PML, as shown in Figure 6.40. The computed

scattering width distribution using a PML approach and p = 7 elements is shown in

Figure 6.41. Here, it is observed that the computed scattering width distribution has

additional small oscillations which do not appear in the exact distribution. Further

increases in polynomial order do not diminish these oscillations. The scattering

width resulting from a coupled PML/ABC approach is shown in Figure 6.42, and

it is clear that no additional oscillations appear. Therefore, this suggests that the

method which should be adopted for close placement of the far field boundary for

large electrical lengths is a coupled PML/ABC approach.

The coupled PML/ABC approach is now employed for the scattering which oc-

curs from a cylinder of electrical length 30λ. Figure 6.43 shows the mesh employed.

This consists of 180 quadrilaterals and 120 triangles in the shape of a circular an-

nulus with inner radius 15λ and outer radius 16λ. The mesh is composed of the

free space region, 15λ ≤ r ≤ 15.25λ, and the PML region, 15.25λ ≤ r ≤ 16λ.

The computed scattering width distribution for the scattering of a TE wave when

p = 8 elements are used uniformly across the mesh is shown in Figure 6.44. It is

observed that, on this scale, the agreement with the exact distribution is excellent.

The agreement for the corresponding TM solution, shown in Figure 6.45, is also
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excellent.

Finally, a coated cylinder of electrical length 30λ is considered. The coating

for this problem is assumed to be of thickness 1λ and to have material properties

εd = 1 and µd = 2.56. For this problem a structured hybrid mesh which describes

a circular annulus of inner radius 15λ and outer radius 17λ is generated. It consists

of the region 15λ ≤ r ≤ 16λ of dielectric, the region 16λ ≤ r ≤ 16.25λ of free

space and the region 16.25λ ≤ r ≤ 17λ of PML, as illustrated in Figure 6.46. The

computed scattering width distribution shown in Figure 6.47 for the scattering of a

TE wave using p = 9 elements uniform across the mesh is in excellent agreement

with the exact distribution on this scale. The corresponding TM solution shown in

Figure 6.48 is also in excellent agreement with exact distribution.
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Figure 6.40: Scattering by a circular cylinder of electrical length 15λ: a struc-
tured mesh consisting of 120 quadrilaterals
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Figure 6.41: Scattering of a TM wave by a circular cylinder of electrical length
15λ: computed RCS distribution using a PML on a structured mesh of quadrilat-
erals
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Figure 6.42: Scattering of a TM wave by a circular cylinder of electrical length
15λ: computed RCS distribution using a coupled PML/ABC on a structured
mesh of quadrilaterals
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Figure 6.43: Scattering by a circular cylinder of electrical length 30λ: a struc-
tured hybrid mesh consisting of 120 triangles and 180 quadrilaterals
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Figure 6.44: Scattering of a TE wave by a circular cylinder of electrical
length 30λ: comparison between computed RCS distribution using a coupled
PML/ABC and exact distribution
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Figure 6.45: Scattering of a TM wave by a circular cylinder of electrical
length 30λ: comparison between computed RCS distribution using a coupled
PML/ABC and exact distribution
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Figure 6.46: Scattering by a coated circular cylinder of electrical length 30λ: a
structured hybrid mesh consisting of 600 triangles and 180 quadrilaterals
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Figure 6.47: Scattering of a TE wave by a coated circular cylinder of electrical
length 30λ: comparison between computed RCS distribution using a coupled
PML/ABC and exact distribution
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Figure 6.48: Scattering of a TM wave by a coated circular cylinder of electrical
length 30λ: comparison between computed RCS distribution using a coupled
PML/ABC and exact distribution
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Chapter 7

A–posteriori Error Estimator for

Scattering Problems

7.1 Introduction

This chapter presents the derivation of an a–posteriori error estimation procedure

applied to the electromagnetic scattering problems. In common with all a–posteriori

error estimators, the estimation of an error in the solution follows after the numer-

ical solution to the problem. A–priori estimates discussed in Chapter 4 give an

insight in to the rates of convergence of numerical solution but do not provide a

quantitative estimate of the error in the numerical solution.

In addition to deriving an a–posteriori error estimation procedure, the aim is to

provide a set of quantitative upper and lower bounds on a chosen output of interest.

Bounds of this type have important implications for practical applications where,

typically, engineers are interested in knowing a specified output value to a given

tolerance.

A–posteriori error estimation has undergone extensive research over the last

decade. A recent extensive review of the current approaches employed has been

presented in the monograph by Ainsworth and Oden [22]. The use of output bounds

in a–posteriori error estimation is also not new. In particular, this work draws on

the work of Maday, Patera and Peraire [23] who provided a general framework for

121
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the calculation of a–posteriori bounds for output quantities. Subsequently they have

extended this approach to wide class of problems including: linear outputs of the

Helmholtz and Burgers equation [24], non–linear outputs of the Helmholtz equa-

tion [25] and linear and non–linear outputs of convection dominated problems [60].

To develop an a–posteriori procedure, we revisit the electromagnetic scattering

problem and rewrite it in more convenient notation. Then, for the purposes of the

analysis we introduce a series of constructions which are to be used in the error

estimator. The steps required to obtain the error estimate of upper and lower bounds

on a general non–linear output are presented. A proof is then included to show that

the bounds obtained are indeed upper and lower bounds on the output quantity.

As an application of the estimating process, the scattering width is selected

as the output and the construction of error bounds is considered. Following the

development of the required theory, a number of numerical examples are presented

to show the effectiveness of the bounding procedure.

7.2 The Scattering Problem Re–visited

The weak variational framework for scattering problems which employs a PML far

field condition, as derived in Chapter 5, is: find U s ∈ ZD, such that
∫

Ωf+Ωp+Ωd

(
Λ−1

1 curlU s · curlW − ω2Λ2U
s ·W

)
dΩ =

∫

Γ1

(
n ∧Λ−1

1 curlU i
)
·W dΓ

−
{∫

Ωd

(
Λ−1

1 − I
)

curlU i · curlW − ω2 (Λ2 − I)U i ·W dΩ

}
(7.1)

for allW in Z. Here, the spaces are defined as

ZD = {u |u ∈ H(curl; Ω); n ∧ u = −n ∧U i on Γ2; n ∧ u = 0 on Γ3} (7.2)

Z = {v |u ∈ H(curl; Ω); n ∧ u = 0 on Γ2, n ∧ u = 0 on Γ3} (7.3)

It has been observed, in the numerical results of Chapter 6, that the application

of a coupled ABC/PML approach for large electrical lengths can achieve better
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accuracy when the far field boundary is placed close to the scatterer. But for sake of

simplicity, the error estimator is derived based on the original PML approach. The

extension to the coupled ABC/PML requires certain additional modifications.

7.2.1 Compact Form

The weak variational statement given by equation (7.1) is rewritten in the more

compact form: find U s ∈ ZD, such that

A(U s,W ) =< U i,W > ∀W ∈ Z (7.4)

where

A(U s,W ) = a(U s,W )− ω2m(U s,W ) (7.5)

The bilinear forms employed in this expression are defined as

a(u, v) =

∫

Ωf+Ωp+Ωd

curlv ·Λ−1
1 curlu dΩ (7.6)

m(u, v) =

∫

Ωf+Ωp+Ωd

v ·Λ2u dΩ (7.7)

The duality pairing used in equation (7.4) is defined as

< u, v >=

∫

Γ1

n ∧Λ1
−1curlu · v dΓ

−
{∫

Ωd

(
Λ−1

1 − I
)

curlu · curl v − ω2 (Λ2 − I)u · v dΩ

}
(7.8)

It has been noted in Chapter 5 that the discrete equations are produced by a Galerkin

approximation to the weak variational statement of equation (7.4). Introducing the

subspace ZH of Z, to represent the computational trial solution domain, and the

subspace ZD
H of ZD, to represent the computational test function domain, the dis-

crete form is: find U s
H ∈ ZD

H such that

A(U s
H ,W ) =< U i,W > ∀W ∈ ZH (7.9)

Meshes of quadrilateral and triangular edge elements are employed to discretise the

solution domain. In Chapter 6, the use of this approach has been seen to produce

accurate results for a number of scattering problems.
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7.2.2 Hermitian Bilinear forms

For future use, it is also convenient to introduce, at this stage, the hermitian bilinear

forms

as(U s,W ) =
1

2

[
a(U s,W ) + a(W ,U s)

]
(7.10)

ms(U s,W ) =
1

2

[
m(U s,W ) +m(W ,U s)

]
(7.11)

which satisfy as(W ,W ) = as(W ,W ) and ms(W ,W ) = ms(W ,W ) for every

W . From these definitions it is clear that

Bs(U s,W ) = as(U s,W ) + ω2ms(U s,W ) (7.12)

is such that Bs(W ,W ) is real and non–negative for everyW .

7.2.3 Output Specification

Once the solution to the variational form has been established, our interest lies in

the form of real outputs, s = Re{S(U s, φ)}. These outputs may be non–linear

or linear functionals of the solution U s and in addition they may be functions of

another variable φ. Ideally, we would like to compute this output on a very fine

discretisation. However, for certain problems, this can be expensive. We therefore

consider the possibilities offered by an a–posteriori error estimator.

The objective of the a–posteriori error estimator is to place upper and lower

bounds on the discrete output sH = Re{S(U s
H , φ)} which is computed on the

working discretisation ZH . It should be noted that any non–linear output functional

may be linearised and expressed in the form

S(U s
H + v;φ) = S(UH ;φ) + `O(v;φ) +N (v, v;φ) (7.13)

where `O andN denote linear and non–linear contributions respectively. We require

that N be L2 continuous. In particular, |N (w,w)| ≤ C||w||2M, where C is a

constant independent of H and ||w||2M is the L2 type norm defined in Chapter 4.
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7.3 Calculating Error Bounds

For the Maxwell equations, the process of computing upper and lower bounds may

be subdivided into a number of distinct steps. The process that is adopted here is an

extension to that originally developed in the context of the Helmholtz equation [25].

Step 1

On the working mesh, obtainU s
H ∈ ZD

H , from

A(U s
H ,W ) = 〈U i,W 〉 ∀W ∈ ZH (7.14)

The residual

RU(W ) = 〈U i,W 〉 − A(U s
H ,W ) (7.15)

is also defined and we note thatRU(W ) = 0 ∀W ∈ ZH .

Step 2

On the working mesh, compute an output adjoint ΨH ∈ ZH from

A(W ,ΨH) = −`O(W ;φ) ∀W ∈ ZH (7.16)

The residual

RΨ(W ) = −`O(W ;φ)−A(W ,ΨH) (7.17)

is also defined and again we note thatRΨ(W ) = 0 ∀W ∈ ZH .

Step 3

A truth mesh is constructed by a refinement of each coarse mesh element TH . The

refinement may be accomplished by either subdividing the element, or increasing

the polynomial order on the element, or by a combination of both. Then, for each

coarse mesh element TH , a coarse broken space is defined as

ẐH =
{
u| u ∈ L2,u|TH ∈ ZH(TH), ∀TH

}
(7.18)
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(a) (b)

Figure 7.1: Mesh employed for the electromagnetic scattering problem showing
(a) the working mesh for H = 0.12 and (b) the corresponding truth mesh

and a corresponding fine broken space as

Ẑh =
{
u| u ∈ L2,u|TH ∈ Zh(TH), ∀TH

}
(7.19)

This process is illustrated for a mesh of triangles in Figure 7.1. When the bro-

ken spaces are introduced, edge fluxes are necessary to ensure that the solution

computed on the broken elements remains in balance. To achieve this, following

Demkowicz [11], we define edge flux functionals λU and λΨ as

λU(W ) =

∫

∂TH

(n ∧W ) · fUHds (7.20)

λΨ(W ) =

∫

∂TH

(n ∧W ) · fΨ
Hds (7.21)

and determine fEH ,f
Ψ
H ∈ {n ∧W |∂TH ,W ∈ ẐH} from the requirement that

λU(W ) = RU(W ) ∀W ∈ ẐH (7.22)

λΨ(W ) = RΨ(W ) ∀W ∈ ẐH (7.23)

Step 4

The reconstructed errors are computed in the decoupled truth space as

2Bs(êU ,W ) = RU(W )− λU(W ) ∀W ∈ Ẑh (7.24)



7.3. CALCULATING ERROR BOUNDS 127

2Bs(êΨ,W ) = RΨ(W )− λΨ(W ) ∀W ∈ Ẑh (7.25)

and, then,

ê± = êU ∓ 1

κ
êΨ (7.26)

where κ is a suitably defined scaling parameter.

Step 5

Finally, the lower and upper bounds are computed as

s− = Re{S(U s
H ;φ)} − κBs(ê−, ê−) (7.27)

s+ = Re{S(U s
H ;φ)}+ κBs(ê+, ê+) (7.28)

with these lower and upper bounds being optimised [61] by choosing the scaling

parameter, κ, according to

κ =

√
Bs(êΨ, êΨ)

Bs(êU , êU)
(7.29)

7.3.1 Proof of Bounding Properties

In this section, we demonstrate that the quantities given in equations (7.27) and (7.28)

are indeed valid lower and upper bounds on the prescribed output. To achieve this,

the field variable error

e = U s
h −U s

H (7.30)

which is the difference between the fine and coarse mesh approximations, is intro-

duced. Combining equations (7.24) and (7.25), and choosing W = e, it follows

that

2κBs(ê−, e)− κA(e, e)− `O(e;φ) = 0 (7.31)

and, in particular,

Re[2κBs(ê−, e)]− κRe[A(e, e)] +Re[`O(e;φ)] = 0 (7.32)
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But, on expanding the left hand side, and adding the resulting equation to equa-

tion (7.27), it can be seen that

s− = Re{S(Uh;φ)} − κBs(e− ê−, e− ê−)

−
[
Re {N (e, e;φ)} − κBs(e, e) + κRe{A(e, e)}

]
(7.33)

This simplifies to

s− = Re{S(Uh;φ)} − κBs(e− ê−, e− ê−)

−
[
Re {N (e, e;φ)} − 2ω2κRe {m(e, e)}

]
(7.34)

using the properties of the bilinear forms Bs and A. Numerical experiments in

Chapter 4 have shown that for triangular elements with p > 0, Re {N (e, e;φ)} −
2ω2κRe {m(e, e)} vanishes as O(H2(p+1)), i.e. much faster than κBs(e− ê−, e−
ê−), which vanishes as O(H2p). It then follows that, since Bs is positive definite,

s− will approach Re{S(Uh, φ)} from below. Similar arguments show s+ to be an

upper bound on Re{S(Uh, φ)} for triangular elements.

For quadrilateral elements, numerical experiments in Chapter 4 have shown that

Re {N (e, e;φ)}−2ω2κRe {m(e, e)} locally vanishes at rates betweenO(H2(p+1))

andO(H2(p+2)) depending on the angle of propagation of the wave in each element.

But, more importantly, since the term κBs(e − ê−, e − ê−) globally vanishes as

O(H2(p+1)) and, as the angle of propagation for a scattering problem is different

in each element, it then follows that Re {N (e, e;φ)} − 2ω2κRe {m(e, e)} will

globally vanish faster. Finally, since Bs is positive definite, this then implies that

s− will approach Re{S(Uh, φ)} from below. Similar arguments show s+ to be an

upper bound on Re{S(Uh, φ)} for quadrilateral elements.

7.3.2 Computation of the Edge Fluxes

When the broken spaces are introduced, it has been noted that edge fluxes are nec-

essary to ensure that the solutions on the broken elements remains in balance. To

achieve this, the edge functional given in expression (7.20) and (7.21) are employed.

In these expressions, the fluxes fUH and fΨ
H associated with an element TH are
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unknown. The properties of the tangential components of the weighting function

enable an edge–wise decoupling of fUH and fΨ
H in the form

fUH =

ne∑

i=1

fUiH fUiH =

p∑

j=0

fUiHjn ∧ φij (7.35)

fΨ
H =

ne∑

i=1

fΨi
H fΨi

H =

p∑

j=0

fΨi
Hjn ∧ φij (7.36)

where ne is 3 for a triangular element and 4 for a quadrilateral element. In addition,

fUiH and fΨi
H are the fluxes associated with an edge i. Computation of the edge flux

coefficients fUiHj and fΨi
Hj then follow by solving a small linear system on each edge

of TH . For example, in the case p = 1, the two linear systems which must be solved

on each edge i of TH are

∫

∂TH |i


 n× φ̂

i

0 ·n× φ̂
i

0 n× φ̂i0 · n× φ̂
i

1

n× φ̂i1 ·n× φ̂
i

0 n× φ̂i1 · n× φ̂
i

1


 ds


 fUiH0

fUiH1


 =


 λUi0

λUi1


 (7.37)

∫

∂TH |i


 n× φ̂

i

0 ·n× φ̂
i

0 n× φ̂i0 · n× φ̂
i

1

n× φ̂i1 ·n× φ̂
i

0 n× φ̂i1 · n× φ̂
i

1


 ds


 fΨi

H0

fΨi
H1


 =


 λΨi

0

λΨi
1


 (7.38)

with higher order elements giving rise to larger systems in an obvious manner. The

edge flux functional extended for the fine mesh is then given by equations (7.20)

and (7.21), where now,W ∈ Ẑh.

7.4 Dispersive Considerations

Before computing upper and lower bounds, we must consider the effects of dis-

persion. If the working mesh discretisation does not resolve the wave accurately,

then the fluxes we compute may, in extreme circumstances, lead to bounds which

do not bound the true solution. If the error estimator is subsequently used to adapt

the working mesh discretisation, the adaptive procedure may focus on an incorrect

portion of the domain.

To overcome this, the initial working mesh discretisation is chosen so as to

reduce the level of dispersion in the resulting solution. This is accomplished by
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first generating a mesh and then determining the polynomial order which will give

an acceptable level of dispersion. The polynomial order is computed by considering

the dispersion relation

ω2 − |Ξ|2 =
H2(p+1)

2(p+ 1) + 1

[
(p+ 1)!

(2(p+ 1))!

] (
Ξ

2(p+1)+2
1 + Ξ

2(p+1)+2
2

)

+O(H2(p+1)+2) (7.39)

which has been derived by Ainsworth and Coyle [37] for meshes consisting of an in-

finite number of uniformly spaced square quadrilateral elements. In this expression

Ξ = [Ξ1,Ξ2]T is the wavenumber of the computational procedure. The polynomial

order, p, which will give rise to an acceptable level of dispersion for a mesh of

quadrilaterals, is obtained approximately from

H2(p+1)(p+ 1)!(2ω2(p+1)+2)

(2(p+ 1))!(2(p+ 1) + 1)!
< 0.05ω (7.40)

Unfortunately, the triangles do not easily admit an exact dispersion relationship for

smooth fields. However, one can estimate dispersion approximately by assuming

that for the same mesh spacing, a pth order quadrilateral element is replaced by

a p + 1 order triangle. This is justified on the basis that a pth order quadrilateral

converges at a rate O(Hp+1) compared to O(Hp) for a pth order triangle when

p ≥ 1 (see Chapter 4).

7.5 Application to the Scattering Width Output

As we have seen in previous chapters, a non–linear output, which is of particular

interest, is the scattering width or radar cross section per unit length. The evaluation

of this parameter, requires the use of a near to far field transformation. This has been

seen in Chapter 5 to be given by

χH(φ) =
ω

4

∣∣∣∣
∫

Γc

(n ∧U s
H · V + n ∧ curlU s

H · Y ) dΓ′
∣∣∣∣
2

(7.41)

The integral is performed on a collection surface Γc, when the solution ofU s
H over

the computational domain is complete. For completeness, the definitions of the
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vectors V and Y are repeated as

V =




0

0

−δ


 e
−iω(x′ cosφ+y′ sinφ) (7.42)

Y =
δ

iω




sinφ

− cos φ

0


 e
−iω(x′ cosφ+y′ sinφ) (7.43)

where δ is parameter which is equal to +1 for TE simulations and equal to −1 for

TM simulations.

When using an edge element discretistaion to evaluate the scattering width, the

term curlU s
H is always approximated to a lower degree than UH . To compensate

for this, Monk and coworkers [62, 63, 64] have derived an alternative approach, in

which the accuracy of the curl term is improved.

In their approach, the term (n ∧ curlU s
H) · Y in equation (7.41) is replaced by

an area integral, over a layer of elements adjacent to Γc. To do this, they recognized

that (n ∧ curlU s
H) · Y forms the right hand side to the variational statement: find

U s ∈ H(curl; Ω) where
∫

Ωf

(
curlU s · curlW − ω2U s ·W

)
dΩ = −

∫

∂Ωf

(n ∧ curlU s) ·W dΓ (7.44)

with

W =




Y on Γc ∪ ∂Ωf

0 in Ωf

(7.45)

This means that the discrete integral in equation (7.41) is replaced by [64]

χH(φ) =
ω

4

∣∣∣∣
∫

Γc

(n ∧U s
H · V ) dΓ

+
∑

k ∈ Ωf

∂k ∪ Γc 6= ∅

∫

k

(
ω2U s

H · yH − curlU s
H · curlyH

)
dΩ

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

2

(7.46)
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where yH is chosen to be the edge element interpolation of Y on Γc and equal to

zero at all interpolation points in Ωf .

7.5.1 Bounding the scattering width

If bounds on the output given by the discrete non–linear functional in equation (7.41)

are pursued, the resulting adjoint problem is singular. However, if the alternative

method for evaluating this functional proposed by Monk and coworkers is adopted

viz equation (7.46), a singular adjoint problem does not result. Therefore, the ap-

proach employed to evaluate bounds on the scattering width, is to consider outputs

of the form

S(U s
H ;φ) = LO(U s

H ;φ)LO(U s
H ;φ) (7.47)

where

LO(U s
H ;φ) =

∫

Γc

(n ∧U s
H · V ) dΓ

+
∑

k ∈ Ωf

∂k ∪ Γc 6= ∅

∫

k

(
ω2U s

H · yH − curlU s
H · curlyH

)
dΩ (7.48)

It follows that the scattering width is given by χ(φ) = (ω/4)S(U s
H ;φ), which is a

constant factor, multiplied by the output S(U s
H ;φ). Expanding the output S by the

Taylor Series gives

`O(v;φ) = LO(U s
H ;φ)LO(v;φ) + LO(v;φ)LO(U s

H ;φ) (7.49)

N (v, v;φ) = LO(v;φ)LO(v;φ) (7.50)

where L andN are the linear and nonlinear components defined in equation (7.13).

Before, evaluating bounds on S(UH ;φ) we need to show that |N (w,w);φ| ≤
C||w||2M. To do this, a series of numerical experiments is undertaken, in which the

convergence of |N (w,w;φ)| is explored for the model problem given in Chapter 4,

where w = E0 − EN . The result of this investigation is then compared to the

convergence of ||w||2M which was also investigated in Chapter 4. For triangular
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Table 7.1: Approximate convergence rates of N (w,w;φ) compared to ||w||2M
for the triangular element

p 1 2 3

N (w,w;φ) 4.25 9.16 12.54

||w||2M 4 6 8

Table 7.2: Approximate convergence rates of N (w,w;φ) compared to ||w||2M
for the quadrilateral element

p 1 2 3

N (w,w;φ) 6.67 8.54 10.80

||w||2M 4-6 6-8 8-10

elements of polynomial order p = 1, 2, 3 this comparison is shown in 7.1. From

Table 7.1 it is clear that, |N (w,w;φ)| converges faster to zero than ||w||2M and

therefore satisfies the required property. In a similar manner, Table 7.2 shows that

|N (w,w;φ)| converges faster to zero than ||w||2M for the quadrilateral element.

Evaluation of bounds on the scattering width then follows the general procedure

of section 7.3.

7.6 Results given by the Estimator

This section presents a number of numerical examples, where strict bounds have

been obtained on the scattering width output. Initially, bounds are considered when

meshes consisting only of triangular elements are used. We consider the case of the

scattering of a TE wave by a 2λ cylinder and compute bounds using two different

refinement strategies. For the first refinement strategy, we keep the polynomial
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order constant and refine the mesh, and for the second refinement strategy, we keep

the mesh fixed and increase the polynomial order. An initial mesh with spacing

H = 0.31 is selected for these refinement strategies. On this mesh, the dispersion

relationship shows that elements of order p = 4 are required to give an acceptable

level of dispersion. To evaluate bounds a truth mesh is required. When performing

only h–refinement the truth mesh is selected as h = H/5 and in the case when the

polynomial order is increased, the truth mesh is then chosen to be given by p = 8

elements.

Bounds are computed on working discretisations in which the mesh spacing

lies between the initial mesh spacing and the spacing of truth mesh. In particular,

working meshes of spacings H,H/2, H/3, H/4 are considered and bounds on the

scattering width output are computed at the locations φ = 0, 90, 180. The result of

this investigation is shown in Figure 7.2 (a), where the relative bounds s+/sh and

s−/sh are plotted against the working mesh spacing. In this Figure it is observed

that the bounds converge with decreasing mesh spacing and that the smallest bounds

at any given spacing are for φ = 0.

Figure 7.2 (b) shows the computed bounds, when working meshes with in-

creasing polynomial orders are considered. For this example, working discretsi-

ations corresponding to polynomial orders of p = 4, 5, 6, 7 on a fixed mesh spacing

H = 0.31 are considered. In Figure 7.2 (b), the rate at which the bounds for

φ = 0, 90, 180 converge to the fine mesh solution is quicker than that achieved for

working meshes with refined H .

Bounds are now computed for the scattering of a TM wave. The results of this

investigation are shown in Figures 7.3 (a) and (b). Figure 7.3 (a) shows the com-

puted bounds, when refinement of the mesh is undertaken and Figure 7.3 (b) shows

the corresponding bounds when the polynomial order is increased. The behaviour

exhibited in these figures is similar to that shown for the TE case.

Next, a discretisation employing only quadrilateral elements is considered. Us-

ing the dispersion relationship, it is found that a minimum polynomial order of

p = 3 is required to obtain an acceptable level of dispersion on a mesh of spacing
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H = 0.31. For this example, the truth mesh is selected as h = H/5, when refine-

ment of the mesh is undertaken and in the case when the polynomial order is in-

creased the truth mesh is then chosen to be given by p = 8 elements. Figure 7.4 (a)

shows the relative upper and lower computed bounds against working mesh spac-

ing H for the TE problem. This Figure exhibits similar behaviour to that already

observed for meshes of triangles. Figure 7.4 (b) shows the computed bounds for

the case when p–refinement is undertaken, again showing similar behaviour to the

triangles.

The computed bounds on a series of working meshes of quadrilaterals for the

scattering of a TM wave by a 2λ cylinder are shown in Figures 7.5 (a) and (b).

Figure 7.5 (a) show the convergence of the bounds to the fine mesh solution when

h–refinement is undertaken and Figure 7.5 (b) shows the convergence when p–

refinement is undertaken.

7.6.1 Convergence of the Bounds

Figure 7.6 (a) illustrates the convergence of the bounds on the scattering width for

the case of the scattering of a TE wave by a 2λ cylinder when triangular elements

are employed. To examine the convergence, (s+ − s−)/sh is plotted against work-

ing mesh spacing H and here it is observed that as the working mesh spacing is

reduced, the relative bound gap converges. Initially, the rate of convergence is al-

gebraic and then the rate of convergence slows down. This behaviour occurs due

to the finite numerical precision of the method. Figure 7.6 (b) shows (s+ − s−)/sh

plotted against polynomial order, for working discretisations in which the order of

polynomial is refined. An algebraic rate of convergence is again exhibited.

Following the same procedure for the case of the scattering of a TM wave by

a 2λ cylinder, yields Figure 7.7 (a) which shows the convergence of (s+ − s−)/sh

with working mesh spacing H and Figure 7.7 (b) which shows the convergence of

(s+ − s−)/sh with increasing working polynomial order. The behaviour exhibited

by these two figures is similar to that shown in Figures 7.6 (a) and (b).



136 CHAPTER 7. A–POSTERIORI ERROR ESTIMATOR

0.95

0.96

0.97

0.98

0.99

1

1.01

1.02

1.03

1.04

0.1 0.15 0.2 0.25 0.3 0.35

s/
s_

h

H

phi=0
phi=90

phi=180

(a)

0.95

0.96

0.97

0.98

0.99

1

1.01

1.02

1.03

1.04

1.05

4 5 6 7

s/
s_

h

p

phi=0
phi=90

phi=180

(b)

Figure 7.2: Scattering by a 2λ cylinder by a TE wave using a mesh of triangular
elements showing bounds computed using a series of working meshes with: (a)
refined H and (b) using increasing p
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Figure 7.3: Scattering by a 2λ cylinder by a TM wave using a mesh of triangular
elements, showing, bounds computed using a series of working meshes with: (a)
refined H and (b) using increasing p
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Figure 7.4: Scattering of a 2λ cylinder by a TE wave using a mesh of quadri-
laterals, showing, bounds computed using a series of working meshes with: (a)
refined H and (b) using increasing p
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Figure 7.5: Scattering of a 2λ cylinder by a TM wave using a mesh of quadri-
laterals, showing, bounds computed using a series of working meshes with: (a)
refined H and (b) using increasing p
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The convergence of the bounds on the scattering width for the scattering of

a TE wave by a 2λ cylinder, when quadrilateral elements are employed, is now

considered. Figure 7.8 (a) shows the convergence of the bounds for working dis-

cretisation in which the mesh spacing is refined. The corresponding case, where

the working discretisation consist of refinements of the polynomial order is shown

in Figure 7.8 (b). Both exhibit an algebraic rate of convergence, before the rate of

convergence slows due to finite numerical precision.

The convergence of the bounds on the scattering width for the corresponding

scattering of a TM wave is considered. Figure 7.9 (a) shows the convergence of

the bounds for working discretisations in which the mesh spacing is refined. The

corresponding case, where the working discretisations consist of refinement of the

polynomial order is shown in Figure 7.9 (b). Once again both Figures exhibit an

algebraic rate of convergence.

7.6.2 Accuracy of the Computed Bounds

The accuracy of the computed bounds is analyzed for a problem with a known

exact solution. For this, we consider the scattering of a TM wave by a 2λ cylinder

with bounds computed on a mesh of triangular elements. To show the accuracy of

the computed bounds, we display the bounds at the locations φ = 0, φ = 90 and

φ = 180 as vertical lines on the scattering width distributions. Alongside this, a

contour plot of the scattered field across the computational domain are included to

show the smoothness of the solution. Figure 7.10 (a) shows contours ofRe(Es
Z) for

p = 4 elements uniform across the mesh of spacing H = 0.31 and Figure 7.10 (b)

shows the resulting bounds on the scattering width. In addition, Figure 7.10 (b) also

shows the scattering width evaluated using both Monk’s technique and the original

technique. Both produce distributions which are in close agreement with the exact

distribution. However, the computed bounds show a small envelope in which the

solutions could lie. The reason for this is that there is a small difference between

the smoothness of the contours of the solution on the H = 0.31 mesh and the
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Figure 7.6: Scattering of a 2λ cylinder by a TE wave, showing (s+ − s−)/sh
with: (a) refined working mesh spacing H and (b) refined polynomial order p on
working meshes
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Figure 7.7: Scattering of a 2λ cylinder by a TM wave, showing (s+ − s−)/sh
with: (a) refined working mesh spacing H and (b) refined polynomial order p on
working meshes
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Figure 7.8: Scattering of a 2λ cylinder by a TE wave, showing (s+ − s−)/sh
with: (a) refined working mesh spacing H and (b) refined polynomial order p on
working meshes
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Figure 7.9: Scattering of a 2λ cylinder by a TM wave, showing (s+ − s−)/sh
with: (a) refined working mesh spacing H and (b) refined polynomial order p on
working meshes
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smoothness of the contours of the solution on the truth mesh.

Figure 7.10 (c) and (d) the contour and computed distributions when the work-

ing discretisation is refined to have p = 5 elements. Here, it is observed that the

envelope provided by the bounds have almost vanished to the computational solu-

tion. In addition, the contour of Re(Es
z) has become smoother than for the p = 4

elements.

The next refinement, which uses p = 6 elements, is shown in Figure 7.10 (e)

and (f), here the bounds have vanished to the computational solution and the con-

tour plot has become smooth.
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Figure 7.10: Scattering of a 2λ cylinder by a TM wave, showing bounds, scatter-
ing width distributions and contours for: (a) and (b), p = 4, (c) and (d), p = 5,
and (e) and (f), p = 6



Chapter 8

Adaptive Procedures for

Electromagnetic Scattering Problems

8.1 Introduction

This chapter describes adaptive procedures that can be used in conjunction with an

error estimator to automatically improve the accuracy of a given solution. Here,

the error estimator which was proposed in Chapter 7 is used to drive the adaptivity

process. The chapter begins by presenting the basic adaptive algorithm, in which

the magnitude of the local contributions to the bound gap are used to identify where

to refine. In this chapter, two types of adaptive refinement are considered, viz. h–

adaptive refinement, where the size of the elements in the mesh is locally reduced

in an attempt to improve the accuracy of the solution, and p–adaptive refinement,

where the order of the elements in the mesh is locally increased to improve the

accuracy of the solution.

Adaptive refinement is often preferred to global refinement, due to the compu-

tational savings it offers. Therefore, for each adaptive refinement strategy a series

of examples is used to indicate the savings in the number of unknowns that can

obtained by employing an adaptive procedure.

147
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8.2 Basic Adaptive Algorithm

The basic adaptive algorithm which is employed, to distinguish which elements

should be flagged for refinement, is adapted from that presented by Ainsworth and

Senior [48]. They introduce a parameter $ which is some measure of the error in a

finite element solution, and let

$ =
∑

k∈Ω

$k (8.1)

denote the sum of its elemental contributions. In addition, they prescribe a tolerance

ς which dictates the level of accuracy required. Ainsworth and Senior then define

their adaptive algorithm as

1. input % ∈ (0, 1) and ς > 0. Set X0 = XH and i = 0;

2. compute the Galerkin approximationUH ∈ Xi;

3. evaluate error estimators on each element: $k;

4. If $ ≤ ς then

(a) stop;

else

(a) refine all elements k′ such that $k′ ≥ %maxk$k;

(b) construct a new subspace Xi+1. Increment i. Goto step 2.

To implement this adaptive algorithm in the context of finite element bounds,

we examine contributions to the bound gap ∆. To compute ∆, we subtract s− from

s+ to obtain

s+ − s− = κBs(ê+, ê+) + κBs(ê−, e−) (8.2)

Since

ê± = êU ∓ 1

κ
êΨ (8.3)
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this gives

s+ − s− = 2κBs(êU , êU) + 2
1

κ
Bs(êΨ, eΨ) (8.4)

which may be written as

s+ − s− = 2∆ (8.5)

In the adaptive procedure, $ is replaced by ∆ and the elemental contributions to

the bound gap are given by

∆k = κBsk(êU , êU) +
1

κ
Bsk(êΨ, eΨ) (8.6)

so that

∆ =
∑

k∈Ω

∆k (8.7)

The type of refinement may either be p–refinement, where the order of the el-

ements is locally increased, or h–refinement, where the spacing of the elements is

locally decreased. We end the adaptive refinement once the tolerance is achieved.

Typically, we choose the tolerance as a small percentage of the working mesh solu-

tion, eg, ς = 0.05S(Uh;φ).

8.3 p–Adaptivity

This section considers the case of p–adaptivity, where the magnitude of elemental

contributions to the bound gap are used to drive an adaptive process in which the

order of the elements is locally increased. Locally increasing the order of the el-

ements might imply that the order on the interface of two neighbouring elements

differs. Consider the case where two elements share an edge, with the left hand

element of order pl and the right hand element of order pr. We will allow the order

of the polynomial to vary on each local edge inside an element, as illustrated in

Figure 8.1. However, initially we set the order of polynomial on each local edge to

be the same as the interiors, so that p1
l = p2

l = p3
l = pl and p1

r = p2
r = p3

r = pr.

Then, to ensure continuity of the field across this elemental boundary, the tech-

nique of constrained approximation [11] is employed. Constrained approximation
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Figure 8.1: Two neighboring elements with local polynomial orders of pl and pr

in this context requires that the order of polynomial on the neighbouring edge to be

pedge = min{p2
l , p

2
r}. This means that the additional functions corresponding to the

higher polynomial are not required to be assembled in the linear system, as they are

taken to be zero. By applying this technique, to all elements which share an edge,

the correct continuity of the field between neighbouring elements is obtained.

8.3.1 Numerical Examples

A series of numerical examples are undertaken to demonstrate the effectiveness of

the algorithm. Here, we only consider examples which include a singularity. Scat-

tering by circular cylinders is not considered as the adaptive process would simply

indicate that refinements are required in each element in the mesh. A suitable can-

didate here is the scattering by a cylindrical cavity with a gap and infinitely thin

PEC walls.

Illustrations of Adaptive p Distributions

The scattering of a TE wave by a cavity of electrical length 2λ with an aperture

of 45 degrees is considered. An initial distribution of p, in which the dispersion

is reduced to an acceptable level, is obtained by using the dispersion relationship

given in Chapter 7 of this thesis. The truth mesh for this problem is selected as

a distribution of uniform order p = 8 elements. The angle of interest is specified

as φ = 0. Using this initial data, the adaptive procedure is followed until the

tolerance of ς = 0.1S(U s
H ;φ) is reached. Figure 8.2 shows the distributions of p
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which are produced by the adaptive algorithm. The initial distribution of p, shown

in Figure 8.2 (a), contains elements of different order, due to the variation of mesh

spacing across the computational domain. In Figure 8.2 (b)–(f), we observe that the

adaptive algorithm automatically increases the order of the elements in the vicinity

of the aperture of the cylindrical cavity. Once the singularities are resolved to the

same degree as the truth mesh, the adaptive algorithm selects other elements for

refinement.

The efficiency of the computational algorithm is considered in Figure 8.3. This

figure compares the relative bound gap (s+− s−)/sh with the number of unknowns

for adaptive and uniform increments of p. We observe that, for the same accuracy,

the adaptive procedure produces distributions which use less unknowns than the

uniform distributions. Contours of Re(Hs
z) and Im(Hs

z) for the converged solution

are shown in Figure 8.4. Alongside these contours, the RCS distributions obtained

from the uniform and adaptive p solutions are shown. One can observe that the

uniform and adaptive distributions are in excellent agreement.

Next, we consider the scattering of a TM wave by a cylindrical cavity of elec-

trical length 2λ and aperture 20 degrees. The adaptive distributions of p are shown

in Figure 8.5 and Figure 8.6. These figures illustrate how the adaptive algorithm

first produces p–refinement in the neighbourhood of the singular points and then,

once the discretisation is resolved to the same order as the truth mesh, refinement

occurs elsewhere in the mesh. The convergence of the adaptive and uniform in-

crements of p is shown in Figure 8.7. As in the TE case, a clear saving in the

number of unknowns can be obtained by adopting the adaptive algorithm. For the

converged solution, the computed contours of Re(Es
z) and Im(Es

z) are illustrated

in Figure 8.8. In addition, Figure 8.8 also compares the final RCS distributions for

the adaptive and uniform p calculations.

Electrically Large Objects

The aerospace community is interested in computation of scattering of waves by

electrically large objects. For this reason, we examine the possibilities that adaptive
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(e) (f)

Figure 8.2: Scattering of a TE wave by a cylindrical cavity of electrical length
2λ showing the adaptive polynomial distributions:(a) initial distribution from
dispersion relation, (b) first, (c) second, (d) third, (e) fourth and (f) fifth refine-
ments when red is p = 3, yellow is p = 4, green is p = 5, dark green is p = 6,
blue is p = 7 and dark blue is p = 8
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Figure 8.3: Scattering of a TE wave by a cylindrical cavity of electrical length
2λ: the convergence of the relative bound gap (s+ − s−)/sh with number of
unknowns for φ = 0 when uniform and adaptive p–refinement strategies are
employed
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Figure 8.4: Scattering of a TE wave by a cylindrical cavity of electrical length
2λ: contours of Re(Hs

z ) and Im(Hs
z ) and the computed distribution of RCS for

the converged solution
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Figure 8.5: Scattering of a TM wave by a cylindrical cavity of electrical length
2λ showing the adaptive polynomial distributions:(a) initial distribution from
dispersion relation, (b) first, (c) second, (d) third, (e) fourth and (f) fifth refine-
ments when red is p = 3, yellow is p = 4, green is p = 5, dark green is p = 6,
blue is p = 7 and dark blue is p = 8
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(a) (b)

Figure 8.6: Scattering of a TM wave by a cylindrical cavity of electrical length
2λ showing the adaptive polynomial distributions:(a) sixth and (b) seventh re-
finements when red is p = 3, yellow is p = 4, green is p = 5, dark green is
p = 6, blue is p = 7 and dark blue is p = 8
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Figure 8.7: Scattering of a TM wave by a cylindrical cavity of electrical length
2λ: the convergence of the relative bound gap (s+ − s−)/sh with number of
unknowns for φ = 180 when uniform and adaptive p–refinement strategies are
employed
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z) and the computed distribution of RCS for

the converged solution
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procedures offer for such examples. We consider the scattering of a TM wave

by cylindrical cavities of electrical lengths 4λ, 8λ and 16λ, when the size of the

aperture is 20 degrees. For each electrical length, we show the convergence of the

relative bound gap with the number of unknowns. We compare the bound gap that

is produced by an adaptive p procedure which begins on a coarse discretisation,

an adaptive procedure which uses the dispersion relation and the case of uniform

polynomial refinement. In all cases, the adaptive procedure is terminated when the

tolerance of ς = 0.01S(U ;φ) is reached for the specified angle of φ = 0. Finally,

we provide RCS distributions and contour plots for the converged solution.

Starting with the 4λ case, Figure 8.9 shows the convergence of the relative

bound gap for the different adaptive strategies. The truth discretisation for this

problem employs p = 8 elements. When an adaptive p procedure is initiated on

a coarse discretisation, it initially follows the same convergence path as a uniform

p–refinement curve. Then, at a certain point, the curves diverge and henceforth the

adaptive p procedure produces solutions of the same accuracy for less unknowns.

We emphasize that the bounds we obtain in these calculation always bound the true

solution. On very coarse discretisations the bounds are quantitatively very large.

However, as the discretisations becomes finer, the bound gap decreases. When the

dispersion relation is employed, the initial discretisation is good and therefore re-

quires less adaptions to reach the desired tolerance. Indeed, the 19640 unknowns

which are required for final adaptive p–refinement is very similar to 20611 un-

knowns which are required for the final adaption when the dispersion relation is

employed. Contours of the computed solution and the converged RCS are shown in

Figure 8.10.

We now consider the scattering of a TM wave by an 8λ cavity. For this case,

Figure 8.11 shows the convergence of the relative bound gap for the selection of

adaptive strategies where the truth discretisation for this problem has been selected

as p = 10 elements. In Figure 8.11, we observe that, when an adaptive p strategy

is initiated on a very coarse discretisation, it first behaves rather erratically with the

relative bound gap decreasing and then increasing again. However, following a few
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Figure 8.9: Scattering of a TM wave by a cylindrical cavity of electrical length
4λ: the convergence of the relative bound gap (s+ − s−)/sh with number of
unknowns for φ = 0 when uniform and adaptive p–refinement strategies are
employed
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Figure 8.10: Scattering of a TM wave by a cylindrical cavity of electrical length
4λ: contours of Re(Es

z) and Im(Es
z) and the computed distribution of RCS for

the converged solution



8.3. P–ADAPTIVITY 159

more refinement steps, the procedure settles down and produces a solution which

requires less unknowns than uniform refinement. When the dispersion relationship

is employed to generate an initial p distribution, the convergence is rapid and with-

out oscillation. As in the 4λ case, the number of unknowns used in the two adaptive

procedures is very similar. Contours of the computed solution and the converged

RCS are shown in Figure 8.12.

Finally, we consider the scattering of a TM wave by a 16λ cavity. For this case,

Figure 8.13 shows the convergence of the relative bound gap. The truth discretisa-

tion for this problem is p = 14 elements. When an adaptive p strategy is initiated

on a coarse discretisation, the convergence behaviour is very erratic and is char-

acterised by wild increases and decreases in the size of the bound gap. After 15

adaptive steps, no convergence is obtained and therefore this adaptive strategy is

stopped. When uniform increments in p are adopted the solution convergence is

uniform throughout. Following an adaptive p strategy which uses the dispersion

relationship to obtain an initial distribution of p = 10 elements, we observe that the

solutions produced require less unknowns than the uniform p strategy. Therefore,

for large electrical lengths it is essential that the dispersion relationship is used to

create a meaningful starting point for the adaptive procedure. To complete the 16λ

example we show the contours of Re(Es
z) and Im(Es

z) and plot the distribution of

the RCS in Figure 8.14.
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Figure 8.11: Scattering of a TM wave by a cylindrical cavity of electrical length
8λ: the convergence of the relative bound gap (s+ − s−)/sh with number of
unknowns for φ = 0 when uniform and adaptive p–refinement strategies are
employed
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z) and the computed distribution of RCS for
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Figure 8.13: Scattering of a TM wave by a cylindrical cavity of electrical length
16λ: the convergence of the relative bound gap (s+ − s−)/sh with number of
unknowns for φ = 0 when uniform and adaptive p–refinement strategies are
employed

Re(Es
z) Im(Es

z)

-20

-15

-10

-5

0

5

10

15

20

25

-200 -150 -100 -50 0 50 100 150 200

R
C

S

phi

Adaptive p using disp rel
Uniform p

Figure 8.14: Scattering of a TM wave by a cylindrical cavity of electrical length
16λ: contours of Re(Es

z) and Im(Es
z) and the computed distribution of RCS for

the converged solution



162 CHAPTER 8. ADAPTIVITY FOR ELECTROMAGNETIC SCATTERING

8.4 h-Adaptivity

This section considers using an adaptive process to locally refine the spacing in

the mesh. A number of approaches for locally refining a mesh exist in the finite

element literature. The first, and perhaps the most obvious, is to regenerate the

whole mesh with smaller spacings in the vicinity of elements flagged for refinement.

For small meshes this can easily be accomplished, however, for larger meshes the

approach becomes expensive. Another approach considers allowing hanging nodes,

which are constructions where a node does not have a full set of connectivities

and is simply left hanging on an adjacent edge. This approach involves a simple

subdivision of flagged triangular and quadrilateral elements in to 4 sub elements,

but has the disadvantage that it requires a solver which is capable of catering for

the hanging nodes. The final approach is the one considered in this section, and

uses the local subdivision of flagged elements and their direct neighbours so that no

hanging nodes are produced. By careful subdivision of elements in the vicinity of

a flagged element, the resulting elements are of a good quality and for this reason

this approach is adopted here.

We restrict ourselves to refining meshes of triangular elements. The initial mesh

may be structured or unstructured in nature, but the resulting mesh is always un-

structured. We also restrict h-refinement to a region outside the PML, as refining

the structured PML layer would destroy the structured mapping which is employed

there to determine the level of absorption. The actual triangular mesh splitting al-

gorithm which is employed has been developed from the ideas presented in [53].

Below, we present the general algorithm.

1. all those elements which are flagged for refinement are split in to 4 sub–

elements (Figure 8.15);

2. determine the number of elements with 3 hanging nodes;

3. split elements with 3 hanging nodes in to 4 sub–elements (Figure 8.16);

4. determine the number of elements with 2 hanging nodes;



8.4. H-ADAPTIVITY 163

5. if there are elements with 2 hanging nodes then

(a) if the longest edge does not have a hanging node then

i. split each of these elements in to 4 sub–elements (Figure 8.17 (a));

ii. goto step 2;

else

i. split each of these elements in to 3 sub–elements (Figure 8.17 (b));

ii. goto step 2;

6. determine the number of elements with 1 hanging node;

7. if there are elements with 1 hanging node then

(a) if the hanging node is on the longest edge then

i. split each of these elements in to 2 sub–elements (Figure 8.18 (a));

ii. goto step 2;

else

i. split these elements in to 3 sub–elements (Figure 8.18 (b));

ii. goto step 2;

8. if no hanging nodes exist stop.

The essential point of the algorithm is always to split the longest edge of an

element.

8.4.1 Numerical Examples

It would been of interest to compare the performance of h–adaptivity directly with

the adaptive p examples shown previously. However, the several draw backs to

doing this. Firstly, it is impossible to ensure that the truth mesh that is chosen

for the adaptive p–refinement case is the same as the truth mesh for the adaptive
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Figure 8.15: Splitting of a triangular element in to 4 sub elements.

Figure 8.16: Splitting of a triangular element with 3 hanging nodes in to 4 sub
elements.

(a) (b)

Figure 8.17: Splitting of a triangular element with 2 hanging nodes in to:(a) 4
sub elements and (b) 3 sub elements.

(a) (b)

Figure 8.18: Splitting of a triangular element with 1 hanging node in to:(a) 2 sub
elements and (b) 3 sub elements.
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h–refinement case. This is because the truth mesh for the adaptive p–refinement

involves using a higher polynomial order and fixed mesh and adaptive h–refinement

involves using a fixed order and refining the mesh spacing. Secondly, the structured

meshes employed for the adaptive p examples are not of sufficient quality to enable

continued element splitting. When using a mesh splitting algorithm it is better to

begin with an unstructured mesh where all elements are of a reasonable quality.

We therefore choose examples in which an unstructured mesh generator is used

to generate the initial mesh of triangles. Following the approach given in Chap-

ter 6, we attach a structured layer of quadrilaterals to apply the PML condition and

produce a hybrid mesh.

The first example we choose is the scattering of a TE wave by a U shaped cavity

which has been rotated through 90 degrees. The general dimensions of this cavity

have been presented in Chapter 6, here we consider the case where t = 0.2λ = 0.2,

b = 4λ = 0.4 and c = 2λ = 1. Specifically our interest lies with the evaluation of

S(U ;φ) to a tolerance of ς = 0.03S(U ;φ) when the angle of interest is specified as

φ = 0. Figure 8.19 (a)–(e) shows the series of adaptive meshes that were produced

in the calculation. The initial mesh of 44 quadrilateral and 407 triangles is shown

in Figure 8.19 (a) and the dispersion relation indicates that uniform order p = 3 el-

ements are required to reduce the effects of dispersions to an acceptable level. The

adaptive meshes shown in Figure 8.19 (b)–(e) illustrate how the error estimator has

flagged elements close to the singular points for refinement. Elements are refined

around this region until the truth spacing of h = 0.1 is reached. Figure 8.20 shows

the computed relative bound gap against number of unknowns for the adaptive and

uniform h–refinements. In this figure, it is observed that employing the adaptive h–

refinement procedure requires less unknowns than the uniform h–refinement proce-

dure. Contours of the converged solution alongside the computed RCS distribution

can be found in Figure 8.21. In particular, the RCS distributions given by adaptive

and uniform h–refinement are found to be in excellent agreement.

As a further example, we consider the scattering of waves from a PEC square

which is of infinite extent in the z direction and of electrical length 2λ. The scat-



166 CHAPTER 8. ADAPTIVITY FOR ELECTROMAGNETIC SCATTERING

(a) (b)

(c) (d)

(e)

Figure 8.19: Scattering of a TE wave by a cavity of electrical length 4λ showing
the adaptive meshes:(a) initial mesh, (b) first, (c) second, (d) third, (e) fourth
mesh refinements
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Figure 8.20: Scattering of a TE wave cavity of electrical length 4λ: convergence
of the relative bound gap (s+ − s−)/sh with number of unknowns for φ = 0
when uniform and adaptive h–refinement strategies are employed.
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tering of a TE wave is first considered, and an initial hybrid mesh of 88 quadri-

lateral elements and 224 triangular elements is generated. Using the dispersion

relationship, we obtain that p = 3 elements are sufficient to reduce the effects of

dispersion to an acceptable level. Using these elements, and an adaptive bounds

procedure in which the spacing on the truth mesh is h = 0.03 and the tolerance is

ς = 0.03S(U ;φ) for the specific angle of φ = 0, the sequence of adaptive meshes

shown in Figure 8.22 (a)–(d) is created. In this figure, it is evident that the adaptive

algorithm has flagged elements in the regions surrounding the two corners of the

PEC square where x = 0. At these regions, discontinuities in n ∧ U i are known

to exist. However, discontinuities do not exist at the locations with y = 0 as the

change in the sign of the y component of the normal does not effect n ∧U i for an

angle of incidence of θ = 0. Unfortunately, no saving in the number of unknowns

computed given by uniform h–refinement was found for this case. A possible ex-

planation for this is the large number of additional elements that are required to be

split to resolve the hanging nodes. We compare the RCS distribution computed on

the final adaptive mesh with the distribution given by uniform h–refinement and the

solution given by a finite difference, time domain (FDTD) algorithm [8]. This com-

parison can be found in Figure 8.23. Here, we observe close agreement between

the three solutions. To complete the example, contours of Re(H s
z ) and Im(Hs

z ) are

given in Figure 8.23.

The scattering of a TM wave by a PEC square of electrical length 2λ is now

considered. For this example, the mesh of 88 quadrilaterals and 224 triangular ele-

ments used in the previous TE example is employed to initiate the bound procedure.

Following an adaptive procedure, in which the truth spacing is h = 0.03 and the

tolerance is ς = 0.03S(U ;φ) for the specific angle of φ = 0, leads to the sequence

of adaptive meshes shown in Figure 8.24. In these meshes, we observe that the

adaptive refinement procedure has flagged elements in regions adjacent to all four

corners of the square. At these locations, discontinuities in n ∧ curlU i are known

to exist. As in the TE case, no saving in the number of unknowns computed given

by uniform h–refinement was found for this case. We compare the RCS distribution
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computed on the final adaptive mesh with a the case of uniform h–refinement and

the solution given by a finite difference, time domain algorithm. This comparison

can be found in Figure 8.25 and, as in the TE case we observe good agreement

between the three solutions. To complete the example, contours of Re(Es
z) and

Im(Es
z) are given in Figure 8.25.

(a) (b)

(c) (d)

Figure 8.22: Scattering of a TE wave by a PEC square of electrical length 2λ
showing the adaptive meshes:(a) initial mesh, (b) first, (c) second and (d) third
mesh refinements
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Figure 8.23: Scattering of a TE wave by a PEC square of electrical length 2λ:
contours of Re(Hs

z ) and Im(Hs
z ) and the computed distribution of RCS for the

converged solution
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(a) (b)

(c) (d)

Figure 8.24: Scattering of a TM wave by a PEC square of electrical length 2λ
showing the adaptive meshes:(a) initial mesh, (b) first, (c) second and (d) third
mesh refinements
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Figure 8.25: Scattering of a TM wave by a PEC square of electrical length 2λ:
contours of Re(Es

z) and Im(Es
z) and the computed distribution of RCS for the

converged solution



Chapter 9

Conclusion and Future Work

The aim of this work was to develop a new adaptive finite element procedure for

two dimensional electromagnetic scattering problems. It is felt that this objective

has been successfully achieved, with a number of additional observations made

through the course of the work. The evidence for this, is illustrated by examining

the achievements of each of the chapters contained within the work.

Following the work of Kikuchi [29] and Demkowicz [9, 10, 11, 7] a variational

formulation was presented that correctly enforced the divergence condition. Us-

ing this scheme ensures that the resulting solutions are free of spurious modes.

To discretise this variational statement we showed how to numerically implement

the higher order elements of Ainsworth and Coyle [37]. We also gave details of

how different geometry approximation schemes could be adopted to improve the

accuracy of the scheme. The computational efficiency of the implementation was

shown to be improved by adopting static condensation to eliminate the large num-

ber of interior degrees of freedom. It was observed that when a Cuthill–McKee

algorithm [45] is employed to renumber the edges, the bandwidth of the resulting

linear system was reduced.

For a model problem, the convergence of triangular and quadrilateral edge el-

ements was investigated numerically. It was observed that for a smoothly varying

field, a uniform polynomial distribution and decreasing mesh spacing results in a

algebraic rate of convergence. Conversely, a fixed mesh spacing and increasing

173



174 CHAPTER 9. CONCLUSION AND FUTURE WORK

polynomial order leads to an exponential convergence rate. Using the same model

problem, the dispersive effects of the edge element implementation were investi-

gated. It was shown that, increases in the order of the approximation to control the

effects of dispersion were more beneficial than refining the mesh. For meshes of

quadrilateral and triangular elements, a large reduction in the number of unknowns

was observed.

A successful implementation of the edge elements of Ainsworth and Coyle [37]

coupled with a PML far field boundary technique enabled the solution of a variety

of scattering problems in two dimensions. Further efficiency of the computational

algorithm, for large electrical lengths was seen for the coupled PML/ABC tech-

nique in which the far field boundary can be brought closer to the scatterer. For

the scattering problems, contours of the scattered field were plotted and distribu-

tions of scattering width output were given. Validation of the scheme was carried

out by comparing computed scattering width distributions to known analytical so-

lutions for a series of cylindrical scatterers. The predictive capability of method

was shown by considering a number of scatterers which do not admit exact analyt-

ical solutions. In all cases, keeping the mesh fixed and using a uniform increase in

polynomial order was seen to lead to a fast convergence of the solution.

It was observed that to ensure a mesh independent solution one should adopt

the blending function method for geometry representation. By using this method,

one ensures that the true geometry of the scatterer is preserved and hence that the

correct converged solution is achieved. It was observed that, using a coarse linear

representation of the geometry for large electrical lengths can lead to an incorrect

solution of the scattering problem.

A refinement strategy in which the order of approximation was increased and

the mesh spacing kept fixed was seen to be superior to fixing the order and refin-

ing the mesh. This superiority was observed for the scattering of circular cylinder

where it was observed that for the same number of unknowns the refinement of the

polynomial order produced a more accurate solution than refinement of the mesh.

An error bound estimation procedure was derived. It was shown that the method
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is capable of producing quantitative bounds on non–linear outputs of the electro-

magnetic scattering problem. Specifically, the error bound procedure was applied

to the non–linear scattering width output at a number of distinct locations. To illus-

trate the method, a number of numerical examples were considered in which error

bounds were evaluated, these consisted of meshes of quadrilateral and triangular

elements employing both h– and p–refinement strategies. It was observed in all

cases, that refinement of the discretisations leads to smaller bounds. In addition, it

was found that using a p–refinement strategy led to a rapid rate of convergence for

the bound gap. The computed bounds were compared to the true error for a problem

with a known analytical solution. Here, it was observed that the bound gaps tend to

zero when the solution becomes sufficiently smooth.

During the computational experiments for the error analysis, the use of the dis-

persion relationship of Ainsworth and Coyle [37] was proposed for computing an

initial distribution of p. This was seen to reduce the number of refinement stages

that are required to obtain the final computational solution. In addition, the use of

Monk’s [62, 63, 64] alternative technique to evaluate the scattering width distribu-

tion also produces an accurate output which is in good agreement with the previous

approach [38].

The discretisation was adaptively refined in an attempt to obtain better accuracy

in the scattering width distributions. It was observed that when using an adaptive

p technique, it is possible to produce solutions which require less unknowns than

those required for uniform refinement. Only in extreme cases, when a very coarse

initial discretisation was employed, was it found that the error estimator provided a

false indication of where refinement should take place. To overcome this problem,

the dispersion relation can be employed to generate an initial polynomial distribu-

tion from which adaptive refinement can follow. In all cases, the scattering width

distributions produced by adaptive and uniform p–refinements were in very close

agreement.

When employing adaptive h–refinement techniques, the reduction in number

of unknowns was less substantial. This is in part due to the large number of ad-
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ditional elements which are created to remove any hanging nodes from the mesh.

However, as in the case of adaptive p–refinement, the scattering width distributions

for adaptive h–refinement were in close agreement with those produced by uniform

refinement. It is therefore clear, that the adaptive p technique coupled with an dis-

cretisation generated by the dispersion relationship is superior to the h–adaptive

technique for the adaptive refinement of scattering problems. This is with one ex-

ception. When large elements are combined with a high p, it may also be desirable

to employ a graded mesh, in which the spacing is reduced in the vicinity of singular

points, so as to localise their effects.

To sum up, an implementation of Ainsworth and Coyles [37] higher order edge

elements has been successfully implemented for electromagnetic scattering prob-

lems in two dimensions. The use of a curvilinear PML far field technique with the

option of coupling to an ABC has enabled close placement of the farfield bound-

ary over a large range of electrical lengths and the derivation of the error estimation

technique has enabled strict quantitative bounds to be placed on the scattering width

output. Using these techniques, aerospace engineers can now compute accurate so-

lutions for large electrical length problems with confidence. They will now be able

to iterate refinements until the desired tolerance is achieved on the scattering width

output.

9.1 Future Work

There is still much scope for future work in this project. One aspect which is of great

interest to industry is the extension of the technique to three dimensional problems.

This would require an extension of the current set of two dimensional basis func-

tions proposed by Ainsworth and Coyle and with larger problem sizes envisaged in

3 dimensions an efficient iterative solver would also be required.

Another aspect of the work which has shown great promise, is the work of error

bound evaluation. In this work, we focused on the evaluation of bounds at a num-

ber of specified locations. A future extension to this work, would be to implement a
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lower order modeling technique so that bounds could be obtained for the complete

spectrum of angles. In this way, one could obtain an error envelope in which one

could predict the region in which the true scattering width distribution exists. An-

other extension of the work would be to apply the error estimation technique to a

different computational output in electromagnetics.

Finally, an extension of the current adaptive technique could be undertaken so

that simultaneous adaptive refinement of both h and p is automated. A method for

determining whether an element’s spacing should be reduced or polynomial order

increased has been proposed by Ainsworth and Senior [48]. However, their method

would be difficult to combine with the scheme proposed in this thesis, as it requires

the generation of two distinct truth discretisations. A combined h– and p–adaptive

strategy would have to address this issue to become successful.
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Appendix A

Mixed Formulation for Scattering

Problems

The purpose of this appendix is to show that a mixed formulation is not required for

scattering problems in which ω is specified. To do this, we first examine the spaces

ZD = {u |u ∈ H(curl; Ω); n ∧ u = −n ∧U i on Γ2; n ∧ u = 0 on Γ3} (A.1)

Z = {u |u ∈ H(curl; Ω); n ∧ u = 0 on Γ2, n ∧ u = 0 on Γ3} (A.2)

which were given in Chapter 5. Here it was also shown that a weak variational

formulation of the problem is: find U s ∈ ZD, such that

∫

Ωf+Ωp+Ωd

(
Λ−1

1 curlU s · curlW − ω2Λ2U
s ·W

)
dΩ =

−
∫

Γ1

(
n ∧Λ−1

1 curlU s
)
·W dΓ

−
{∫

Ωd

(
Λ−1

1 − I
)

curlU i · curlW − ω2 (Λ2 − I)U i ·W dΩ

}
(A.3)

for all W in Z. Following the approach outlined in Chapter 2, a mixed variational

statement is obtained by substitutingW = grad q in to equation (A.3) to give

−ω2

∫

Ωf+Ωp+Ωd

(Λ2U
s · grad q) dΩ = −

∫

Γ1

(
n ∧Λ−1

1 curlU s
)
· grad q dΓ

+ω2

∫

Ωd

(Λ2 − I)U i · grad q dΩ (A.4)

179
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By replacing U s by U s + grad p we obtain the mixed form: find U s ∈ ZD and

p ∈ {H1, p = 0 on Γ2 and Γ3} such that

∫

Ωf+Ωp+Ωd

(
Λ−1

1 curlU s · curlW − ω2Λ2(U s + grad p) ·W
)

dΩ =

−
∫

Γ1

(
n ∧Λ−1

1 curlU s
)
·W dΓ

−
{∫

Ωd

(
Λ−1

1 − I
)

curlU i · curlW − ω2 (Λ2 − I)U i ·W dΩ

}
(A.5)

−ω2

∫

Ωf+Ωp+Ωd

(Λ2U
s · grad q) dΩ = −

∫

Γ1

(
n ∧Λ−1

1 curlU s
)
· grad q dΓ

+ω2

∫

Ωd

(Λ2 − I)U i · grad q dΩ (A.6)

for allW ∈ Z and for all q ∈ {H1, q = 0 on Γ2 and Γ3}.
To show that this mixed formulation is not required, we follow the approach

given in Chapter 2, and substituteW = grad q in equation (A.5) to obtain

−ω2

∫

Ωf+Ωp+Ωd

(Λ2(U s + grad p) · grad q) dΩ =

−
∫

Γ1

(
n ∧Λ−1

1 curlU s
)
· grad q dΓ

+ω2

∫

Ωd

(Λ2 − I)U i · grad q dΩ (A.7)

Substitution of equation (A.6) in to this expression leads to

ω2

∫

Ωf+Ωp+Ωd

(Λ2 grad p · grad q) dΩ = 0 (A.8)

We now follow the arguments given in Chapter 2 to show that p may be omitted. If

ω � 0 is specified, then equation (A.8) implies that p is a constant, and it follows

that since p = 0 on Γ1 and Γ2 this constant is equal to 0. For any solution U s ∈
H(curl; Ω) the Lagrange multiplier is zero and may therefore be omitted. Hence,

the weak variational statement given in equation (A.3) may be adopted.
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