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ACOUSTO-MAGNETO-MECHANICAL COUPLING IN MRI SCANNERS

To illustrate the different skin effects at different frequencies, we show in Figure 23 the eddy
current distributions at f = 160Hz and f = 4100Hz for both p = 1 and p = 5. At the lower frequency,
the skin effects are already well resolved by p = 1 elements, but the higher frequency p ⩾ 4 elements
are required to resolve the small skin depth. This is further illustrated in Figure 24, which shows the
convergence of Jo in Ω4K

c along the line z = 0.04m for p = 1, 2, … , 5.

5.2.2.1. Kinetic energy and mode shapes. The kinetic energy of ΩOVC
c , Ω77K

c and Ω4K
c is of industrial

interest for understanding the motion of the conductors, highlighting the resonance frequencies and
the corresponding mode shapes of the scanner's structure. In terms of the computed displacements
𝛿ũ hp, this is

TΩ(𝜔, 𝜹u) =
1
4∫Ω

m|v|2dΩ = 1
4∫Ω

𝜌𝜔2|𝜹u|2dΩ ≈ 𝜋
2∫Ωm

𝜌𝜔2|𝜹ũhp|2rdΩm. (22)

Figure 26. Simplified magnetic resonance imaging scanner subject to alternating and static current driven
coils: magnetic flux lines (red), acoustic contour lines (yellow) and displaced shields Ωc.
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F I G U R E 30 Set of receiver models for TT-33 pistol: Comparison of
the tensor invariant
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F I G U R E 31 TT-33 with chamfers from the set of receiver models for TT-33 pistol: Contours of |Re(Je)| and streamlines for Re(Je) on
the plane spanned by e1 and e3 with 𝜉2 = 0. (A) Je = i𝜔𝜎∗𝜽(1)

1 , (B) Je = i𝜔𝜎∗𝜽(1)
2 , and (C) Je = i𝜔𝜎∗𝜽(1)

3

2 cm long, have radius 3.5 mm and are spaced 42.5 mm apart center to center. In each case, the measurements quoted
have been obtained by approximately measuring the dimensions of common household knives. The blade of the knives
have been assumed to be made of 440 grade stainless steel, which has a relative permeability 𝜇r = 6258 and conductivity
𝜎∗ = 1.6 × 106 S/m,56 but modeled instead with a lower relative permeability 𝜇r = 5, and the rivets to be made of copper,
which is non-magnetic having a relative permeability 𝜇r = 1 and a conductivity 𝜎∗ = 5.8 × 107 S/m.56 Note that each of
the knives are simply connected.

A mesh of each of the geometries was generated assuming dimensionless units, the size parameter 𝛼 = 0.001 m and
by placing the knife configuration centrally in a box of dimensions [−1000, 1000]3. The resulting meshes contain 25,742,
14,935, 55,26, 55,226, and 79,945 unstructured tetrahedra for the chef, cutlet, meat cleaver, Santoku, and Wusthof knives,
respectively, and images of the distribution of elements on the surface of the object are reproduced in Figure 32. Each
of the knives has been orientated so that the blade is parallel to the e1 direction and lies in the plane spanned by e1 and
e2 with the knife configuration being symmetrical in the e3 direction. Thus, there are four independent coefficients each
in ̃[𝛼B,𝜔, 𝜎∗,𝜇r] and [𝛼B,𝜔, 𝜎∗,𝜇r] corresponding to (̃)11, (̃)22, (̃)33, (̃)13 = (̃)31 at each frequency with similar
for .
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F I G U R E 5 Set of British coins: linear feature space splitting for the classes Ck, k = 1,… ,K, for a simplified case of F = 2 features based
on maxk 𝛾k(x) for logistic regression and P(k) = P∕K = 2000 for (A) noiseless and SNR of (B) 40 dB, (C) 20 dB, (D) 10 dB

our chosen 𝛼 ∼ N(0.001, 8.4 × 10−6) m, 𝜎∗ ∼ N(4.03 × 107, 9.52 × 105) S/m and smaller sample sizes, the distributions
of X = I1(̃[𝛼B(1),𝜔m, 𝜎∗,𝜇r]), X = I1([𝛼B(1),𝜔m, 𝜎∗,𝜇r]), X = 𝜆1(̃[𝛼B(1),𝜔m, 𝜎∗,𝜇r]), and X = 𝜆1([𝛼B(1),𝜔m, 𝜎∗,𝜇r])
still approximately follow a normal distribution with the fit being superior for the invariants. By considering different
instances of noise, similar histograms to those shown in Figure 4 can be obtained and again similar conclusions about
the resulting distributions of the eigenvalues and invariants at each 𝜔m apply.

5.1.2 Classification results

For the coin classification problem, we restrict consideration to the logistic regression classifier and the default settings
of scikit-learn, as Figure 4 indicates that a normal distribution is a good approximation for the sample distributions
of Ii(̃[𝛼B(k),𝜔m, 𝜎∗,𝜇r]) and Ii([𝛼B(k),𝜔m, 𝜎∗,𝜇r]), i = 1, 2, 3, for a sufficiently large sample size. We have also observed
that the feature space can be separated linearly. To illustrate this, we begin by examining the simplest case of just F =
2 features, I1(̃[𝛼B(k),𝜔1, 𝜎∗,𝜇r]) and I1([𝛼B(k),𝜔1, 𝜎∗,𝜇r]), and M = 1 with 𝜔1 = 6.85 × 104 rad/s. Figure 5 shows the
class boundaries when the MAP estimate (9) is applied for different levels of noise, the crosses indicate the locations
of the means mk for each class obtained from D(train) and the circles indicate the samples from D(test) assuming a 3:1
training–testing D = (D(train),D(test)) splitting and MCCV with 𝓁 = 100 (as described in Section 4.2), which we employ
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